Using R for Bayesian calibration of ISE data

Bayesian calibration of ion selective electrode (ISE) data uses the free, open-source
program, OpenBUGS, to perform analyses. For some users, however, it is more
convenient to interface to OpenBUGS through a different software package that they
are more familiar with, or that has more general use, such as R. This tutorial shows
how to use supplied R functions that can be used in combination with the
R2WinBUGS library.

1. Installation: R (www.r-project.org) and OpenBUGS
(http://mathstat.helsinki.fi/openbugs/) must be installed on your computer. The R
packages, R2ZWinBUGS, coda, and lattice must also be installed.

la. Installing R

e Inorder to install R, a mirror must be selected. From the R homepage, click
on CRAN (for Comprehensive R Archive Network), and select a nearby
mirror. For example, residents of New Zealand would be directed to
http://cran.stat.auckland.ac.nz/

Precompiled distributions of R are available for free download for Windows, MAC
OS X, and Linux, and installation is generally easy. For example, to install R for
Windows, click on Windows > Base > Download R for Windows. Then simply
follow the download instructions. (For Windows users, use of the 32-bit version of R
is presently recommended.) It will automatically install in the user’s My Documents
folder, but you may prefer to put it into the R library.

1b. Installing required R packages

The extension packages are available from the main CRAN page, but are more easily
installed from R itself after it is installed.

e First, open R, and then select Packages > Set CRAN mirror... to select a
nearby repository.
e Next, select Install package(s)...
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e From here, select the desired packages (R2WinBUGs, coda, lattice, and
BRugs), and click on OK. The packages will then self-install.

CoCoobjects (CoCo) ~
CoCoCldData (CoCa)

CaCoRaw (CoCo)

CoCorres

codetools
cain
colorRamps
colorspace
combinat
CombMsC

e Make sure all packages are installed in the R library (Program Files\R\R-
XX X\library)

1c. Installing OpenBUGS

OpenBUGS is also free to install. OpenBUGS can be run as a stand-alone program,
but will be interfaced through R in this tutorial. Therefore, while it must be installed,
no knowledge of OpenBUGS will be required for the ISE calibration programs.

e Go to the OpenBUGS homepage (http://www.openbugs.info/w/). Windows
and Linux users may download pre-compiled distributions by selecting
Download from the OpenBUGS homepage
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2. Analysing ISE data:

R is a powerful tool for statistical computing, and there are numerous tutorials and
books about it. For ISE analysis, knowledge of script files is important and it is
recommended you review a general R tutorial.

e Prior to analysing data, the R2WinBUGS library must be loaded by entering
library(R2WinBUGS)

e An R script file called ISE calibration.R that contains ISE-specific functions
was provided.

Il C:\ISEVISE tutorial.R - R Editor

#H## load functions and RZWinEBUGS
library (RZWinBUGS)

HiE
# Enter the location of the file, ™ize calibration.R"
g

source ("C:/ ISE:’lise calibration.R™)

¢ You may have saved the supplied file, “ise calibration.R” in a different
location on your computer, and therefore the pathname “C:/ISE/ise
calibration.R” should be updated (e.g. enter source(C:/correct path on your
computer/ise calibration.R).

Note that R uses the \’ character for other commands, and so pathnames are
specified with a forward-slash (/) instead of the more common backwards
slash (\).

e Running commands in a script file: At this point, no commands have been
processed yet. In order to run the script file, highlight the commands you want
to run, and click on the ‘Run line or selection” icon. [Alternatively, Control-R
runs either the current line if nothing is highlighted, or all highlighted
commands in order.]
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The results of the commands appear in a separate window, called the R
console; in this case, the console lets us know that the library and functions
have been loaded.

I~ R Console

> HHHE load functions and BEWinEBUSS

> library (R2WinBUGS)

Loading reguired package: coda

Loading required package: lattice

o

= HEH

> # Enter the location of the file, "ise calibration.R"
= HHH

> gource ("C:/ISEfise calibration.R™)

-

3a. Single ISE example:

The user only needs to interface with two functions, one to load data, and another to
analyse the data. In the following example, there is one ISE, with 8 calibration
measurements with known concentration. Additionally, there were seven
experimental samples of unknown concentration. These datasets are available and

named,

ISE example data (calibration) ISEL1.txt, and
ISE example data (experimental) ISEL.txt

Calibration Data Experimental Data

ISEID log10x emf ISEID SamplelD  emf
1 -10 90.2 1 1 101.7
1 -9 90.2 1 2 110.1
1 -8 92.9 1 3 102.7
1 -7 97.4 1 4 150.4
1 -6 122.1 1 5 90.4
1 -5 152.9 1 6 121.2
1 -4 180.2 1 7 141.5
1 -3 207.9




The first function, load.ISE.data, requires that the user specify two filenames,

filename.experimental: Location and name of the experimental data,
filename.calibration:  Location and name of the calibration data

Further, there is an additional variable that is used to indicate that the
experimental data is standard addition data,

stdadd: Standard addition (T) or original model (F, the default)

Formatting of data: The data must be appropriately formatted, described in
section 4, but the formatting is straightforward. Next, load.ISE.data will
automatically detect whether there is a single ISE or multiple ISEs, and
perform additional formatting. In this example, the final data object is stored
as “mydata.SingleISE” (this name is arbitrary, see figure below).

The second function, bayesian.calibrate, uses the calibration data to estimate
the concentration for the experimental data, using the methods described in
McGraw et al. (2011).

There are four required variables (data, model.path, single.ISE, and Z), and
two experiment-specific optional variables (stdadd, temperature):

data: The name of the data object

model.path:  The location of the calibration model

single.ISE: T or F, indicating data from a single (T) or multiple (F) ISEs
stdadd: T or F, as defined for load.ISE.data (default is F)

Z: The valence of the primary ion

temperature: Defaults to 21C, if not entered

Next, simply highlight the new code, run it, and wait a short time for the
results:

i C:\ISEMISE tutorial.R - R Editor

### load functions and R2WinBUGS
library (RZWinEBUGS)

3524

# Enter the location of the file, "ise calibration.R™
Hid

source ("C:/ISE/ise calibration.R™)

HH#
# Single ISE Example

gy ST




Options: There are additional options that do not need to be specified, but
may be if the user desires:

Graphical parameters:

Some customization of plots can be done by changing graphical parameters.
More advanced users can also edit the function bayesian.calibrate in ISE
calibration.R to customize graphics.

plot.limits:  The range of the y axis for the sample concentrations plot

x.ticks:  The location of tickmarks on the x axis (e.g. x.ticks = ¢(1, 3, 5)
draws ticks at 1, 3, and 5

y.ticks: The location of tickmarks on the y axis

Technical MCMC inputs:

MCMC Estimation: This Bayesian analysis employs OpenBUGS, which
implements Markov Chain Monte Carlo (MCMC) methods.

OpenBUGS implements a suite of MCMC algorithms. Starting from the
initial set of parameter values, probabilistic decision rules are used to generate
an updated set of parameter values. This process continues, generating a long
chain of parameter values.

After a burn-in period where parameter values are not recorded, the parameter
values are recorded for a given number of iterations. For diagnostic purposes,
it is beneficial to have a number of parallel chains. In some cases, it is
computationally efficient to run more iterations, but record fewer of them,
done by thinning (e.g. thin = 2 records every other iteration). The final
parameter estimates are based on (iters - burnin)*chains/thin number of
simulated parameter values.

The 100,000 parameter values from the default values of burnin = 25000, iters
= 50000, chains = 4, and thin = 1 are generally more than sufficient for good
convergence.

burnin: The number of initial parameter estimates to discard while tuning the
system

iters: The total number of iterations

chains: The number of parallel chains to run (useful for diagnostics)

thin: MCMC thinning rate, defaults to 1

diagnostic.print: Convergence diagnostic plots and printout



Technical ISE inputs:

Initial values for MCMC calculations are automatically generated by the
functions in ISE calibration.R. However, these automatically generated values
occasionally produce poor initial values (particularly for the standard
deviation, o).

a.init:  Initial value passed to gen.inits.single or gen.inits.multiple for the
model, emf =a + b log (x + cstar*10). Default is NA. If there are
initial value out-of-bounds errors, a value may be specified for a
single ISE, or a vector may be specified for multiple ISEs; e.g.
a.init = 300, or a.init = ¢( 300, 100, -50, 100)

b.init: ~ Similar to a.init

cstar.init: Similar to a.init

sigma.upper: Upper limit for initial value of sigma. A common error occurs
when the initial value for sigma is too high. An appropriate value
depends on the ISE and its application. For the challenging [Pb?']
example in McGraw et al. 2011, sigma.upper = 2 mV works well.

3b. Single ISE Results:

In the example data set above, there were 7 samples with unknown concentrations
measured by one ISE.

e The first portion of the output lets us know that the model compiled properly,
and is only useful if an error occurs:

I% R Console

Generating initial walues...
Funning Bayesian model...

model is syntactically correct

data loaded

model compiled

Initializing chain 1: initial walues loaded but this or another chain contain u
Initializing chain Z: initial walues loaded but this or another chain contain u
Initializing chain 3: mwodel is initialized

model iz already initialized

10000 updates took 3 =

deviance set

monitor set for variable 'a'

wonitor set for wvariable 'b!

monitor set for variable 'of

mwonitor set for wvariable 'catar!

monitor set for wariable 'sigma’

monitor set for wariable !'loglix.calik!

monitor set for wvariable 'deviance'

10000 updates took 4 =




The next portion of the output provides median estimates and 95% credible
intervals of the parameters from the calibration curve, emf =4a-+blog(x+¢)
are given for the ISE, as well as the estimated standard deviation, & . Finally,

the log limit of detection, log LODsn-=3, is calculated from the median
estimates of the other parameters:

I R Console

HNon-linear parameter estimates and 95% CIs for
v =a+ b logix +

ISE #1:

Parameter estimate Lower liwit Upper limit
a Z2.9%7e+02 Z.G88e+02 3.08e+02
b Z2.953e+01 Z2.75e+01 F.16e+01
=] 8.78e-08 S.ZZe-08 1.56e-07
Sigma Z.03e+00 1.1zZe+00 4, 95e+00

Estimated (log) LOD (3/M=3): -7.27

For example, the estimated slope is b=29.3, but the slope could be between
27.5 and 31.6, while log LODsn=s =—7.27.

Finally, median estimates (and the upper and lower limits of the 95%
calibration interval) are given for each sample concentration:

I R Console

Bayvesian calibration of experimental samples:

SawplelIDl Estimated concentration Lower limit Upper limit
1 -6.91 -7.64 -6.61

z -6.48 -6.79 -6.23

3 -6.55 -7.39 -6.56

4 -5.01 -5.21 -4.30

= -8.33 -8.97 -7.44

& -6.04 -6.28 -5.81

7 -5.31 -5.52 -5.10

Interpretation: Estimates become more influenced by the assumed prior
distribution of x for values below the detection limit, in this case estimated on
a log scale as -7.27.

Estimated concentrations and lower confidence limits below LODs/n-3 should
be thought of as “below LOD”. For example, for the first unknown sample,
the estimated concentration on a log scale is -6.91, and we are 95% confident
that the true concentration is between “below LOD” and -6.61.

In this case, the data came from simulations, and so the true concentrations of
the calibration data are known (-7.5, -6.5, -7.0, -5.0, -8.0, -6.0, -5.5). In this
example, all of the true concentrations are contained in the calibration
intervals. In general, approximately 95% of sample concentrations will fall
with their calibration interval if model assumptions are met (or are close to
being met).



e A plot of the sample concentrations is also created in a separate window, and
can be saved in a variety of formats. The default range on the y axis is large;
this can be controlled using the plot.limits argument (e.g. add, plot.limits = c(-
10, -4) in bayesian.calibrate):

o 4
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-10

-15
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3c. Multiple ISEs:

Analysing data from multiple ISEs is no more difficult than a single ISE. This data
set has four ISEs measuring 8 calibration points and 7 unknown samples. Note that,
while this data set is complete (every ISE measures every calibration and
experimental point), this is not a requirement.

Calibration Data Experimental Data
ISEID log10x emf ISEID SamplelD emf
1 -10 90.2 1 1 101.7
1 -9 90.2 1 2 110.1
1 -8 92.9 1 3 102.7
1 -7 97.4 1 4 150.4
1 -6 122.1 1 5 90.4
1 -5 152.9 1 6 121.2
1 -4 180.2 1 7 141.5
1 -3 207.9 2 1 2.9
2 -10 -3.8 2 2 14.3
2 -9 -4.9 2 3 10.0
2 -8 -2.7 2 4 50.7
2 -7 5.7 2 5 -3.9
2 -6 23.5 2 6 17.9
2 -5 48.0 2 7 345
2 -4 82.9 3 1 -196.9
2 -3 105.6 3 2 -186.9
3 -10 -191.5 3 3 -188.8
3 -9 -197.7 3 4 -148.9
3 -8 -194.5 3 5 -192.3
3 -7 -191.5 3 6 -178.9
3 -6 -174.1 3 7 -165.6
3 -5 -146.8 4 1 -79.5
3 -4 -113.8 4 2 -79.4
3 -3 -86.7 4 3 -77.1
4 -10 -83.9 4 4 -46.7
4 -9 -78.0 4 5 -69.5
4 -8 -75.0 4 6 -67.2
4 -7 -78.3 4 7 -63.9
4 -6 -65.6
4 -5 -50.8
4 -4 -16.3
4 -3 9.4




e The code looks identical to the single ISE code, except that (1) different data
files (‘ISE example data (experimental).txt’, and ‘ISE example data
(calibration).txt’) are loaded that contain the multiple ISE experimental and
calibration data, and (2) single.ISE =T changes to single.ISE=F in
bayesian.calibrate:

I= C:VISEVISE tutorial.R - R Editor

H## Multiple ISE example
# Load data
mydata. MultipleI3E = load.ISE.datal
filename.exXperimental=
"C:/ISESISE example data (eXperimental) .txt™,
filename.calibration=
"C:/ISE/ISE example data (calibration).txt™)

# Bun Bavesian analyais

example? = bayesian.calibrate (mydata.MultiplelISE, model.path = "C:/ISE™,
model. hatme = "Multiple ISE model.txtc’™, =single.ISE=F, 2 Z,
plot. limits=c(-10, -4

e The output is similar, except that parameter values are returned for each of the
four ISEs.

I R Console

Non-linear parameter estimates and 95% CIs for
¥y =a + b log(x + )

ISE #1:

Parameter estimate Lower limit Upper limit
a 2.97e+02 2.87e+02 3.07e+02
I 2.93e401 Z2.72e401 3.15=401
=} 8.78e-08 4.89=-08 1.53e-07
Sigma 2.07e+00 1.12e+400 5. 10e+4+00
Estimated (log) LOD (3/N=3): -7.Z6
ISE fiZ:

Parameter estimate Lower limit Upper limit
=1 1.9Ze402 1.78e+402 2.1Ze402
I 2.83e401 2.52e401 3.28e401
[ 1.19e-07 4.71e-08 3.42e-07
Sigma 3.062+00 1.67e+00 7. 659=+00
Eztimated (log) LOD (3/N=3): -6.38
ISE #3:

Parameter estimate Lower limit Upper limit
a &.34e+00 -58.77e+00 Z2.48=+01
ja] 3.062+01 Z.73e+01 3.45e+01
o 2.65=-07 1.17e-07 &.00e-07
Figma 2.53e=400 1.56e+400 &.90=+00
Eztimated (log) LOD [S/H=3): -6.63
ISE #4:

Parameter estimate Lower limit Upper limit
a 9. 6%=+01 T7.01=e+01 1.3Ze+02
=] 2.90=+01 2.27e+01 3.83e=+01
o §.93e=-07 1.82e-07 3.90e-06
Sigma 4.75=400 Z.61e400 §.98=400
Estimated (log) LOD (3/N=3): -5.73
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Calibrated values: By using all of the ISEs, the precision of each estimated
concentration improves. For example, with one ISE (the best performing
ISE), the estimated concentration for the fourth sample was -5.0 (95% CI: -

5.2, -4.8). Using all four ISEs, the 95% CI became 50 percent more precise:

(-5.1, -4.9).
I R Console
Bayesian calibration of experimental samples:
FamplelIl Estimated concentration Lower limit Upper limit
1 -7.08 -7.92 -6.80
2 -6.51 -6.73 -6.34
3 -6.79 -7.06 -6.57
4 -5.02 -5.14 -4.,90
5 -8.29 -8.96 -7.43
& -6.12 -6.30 -5.96
7 -5.49 -5.68 -5.33

Having used the plot.limits argument, an improved figure is created:

5
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A publication quality plot can be created by saving this plot in postscript
format. Simply right-click, and then click on Save as postscript...

I R Graphics: Device 2 (ACTIVE)

=+
w t
1 i

x -f _} Copy as rnftaﬁle

= Copy as bitmap

=

= Save as metafile...
% Save as poskscript, ..
UI'.l 4

Print. ..
=
1 2 3 4 5 5] 7
Sample ID
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3d. Standard addition models:

When the experimental data is measured using the standard addition method, a
modified model is used.

e In order to use the standard addition models that are supplied, the name of the
file for the standard addition model must be specied (e.g. model.name =
“Single ISE model Standard addition.txt” or model.name = “Multiple ISE
model Standard addition.txt”), and

e stdadd = T must be specified in load.ISE.data and in bayesian.calibrate.

The example dataset used to demonstrate the standard addition model is the [Pb*]
dataset presented in McGraw et al. (2011).

I C:\ISEAISE tutorial.R - R Editor

Hid
# Standard addition example, Single ISE
Hid
mydata.3inglel3E.sa = load.I3E.data|
filename.experimental=
"C2:/ISE/ISE example data 2 [experimental standard addition) ISELl.txt'™,
filename.calibration=
"C:/ISE/ISE example data 2 (calibration standard addition) ISELl.txt™,

stdadd = T)
examplel = hayesian.calibrate (nydata.S3inglel3E.=a, mwodel.path = "C:/ISE",
model.name = "3ingle ISE model Ztandard addition.txt", stdadd = T,

single.I3E=T, 2 = 2, plot.limits = ci(-7, -31)

Hid
# Standard addition example, Multiple ISEs
Hid
mydata. MultiplelI3E.sa = load.I3E.datal
filename.experimental=
"C:/ISESISE exawmple data 2 [(experimental standard addition) .txt'™,
filensme.calibration=
"C:/ISE/SISE examwple data 2 (calibration standard addition) .txt™,

stdadd = T)
exampled = hayesian.calibrate (mydata.MulciplelI3E.=a, model.path = "C:/IZE"™,
model,.name = "Multiple ISE model Standard additcion.txt", stdadd = T,

single.I3E=F, Z2 = 2, plot.limits=ci(-7, -3)]
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4. Formatting data:

Data needs to be in two tab-delimited text files, one for the calibration data, and one
for the experimental data. There needs to be a header row for each file. Excel
spreadsheets can be saved as tab-delimited text files (using Save As), or copied and
pasted into text editors.

For the calibration file, the header rows are ISEID, log10x, and emf (the order does
not matter). The ISEID variables should be integers, with the lowest value equal to 1,
and no gaps. That is, if there are four ISEs, they must be labeled 1, 2, 3, and 4.
However, ISE #2 may come before ISE #1, or in mixed order. If there is only a single
ISE, ISEID would equal 1 for all measurements. The next variable is log10x, the log
concentration (log;p mol/l) of the calibration samples. The emf readings (mV) follow.

The experimental file will take one of two formats, depending on whether the
original model or the standard addition model is used.

e For the original model, the header row will include ISEID, SamplelD, and
emf. ISEID is defined the same way as in the calibration file. SamplelD is an
integer indicating which sample is being measured, and must follow the same
numbering rules as ISEID. Finally, emf is the mV reading of the experimental
samples for each ISE.

e When using the standard addition model, the experimental file will contain
ISEID and SamplelD as before. Two emf values are recorded: emf1 is the
mV reading of the sample, and emf2 is the mV reading of the sample +
addition. Additionally, V.s is the volume of the sample, V.add is the volume
of the addition, and conc.add is the concentration (mol/l) of the addition. The
units of V.s and V.add do not matter as long as they are the same.

Example files for the original model are pictured below (note that tab-delimited
values may not line up nicely; this is not a problem):

I ISE example data (calibration).txt ... E@E P

File Edit Format Yiew Help

ISEID  Toglox  emf ISEID  SamplelD emf
1 -10d 50.243213 1 1 101, 741764

1 -9 50. 248146 1 2 110.113333

1 -8 02.857747 1 3 102. 742008
1 -7 57.426808 1 4 150.444354

1 -6 122.09593 1 5 590.419644

1 -3 152. 871518 1 5] 121.226537
1 -4 180.1715 1 7 141. 543076
1 -3 207.930556 2 1 2.902715

2 -10 -3.82817 2 2 14.270247

2 -9 -4 883205 2 3 9.995082

2 -8 -2.726606 2 4 50.730184

2 -7 5.654689 2 5 -3.863226

2 -6 23.450555 2 5] 17.893837

2 -5 48. 036650 2 7 34, 545757

2 -4 B82.906832 3 1 -1596, 900323
2 -3 105, 625411 3 2 -186.940079
3 -10 -151. 478054 3 3 -188.843552
3 -9 =157, 672089 3 4 -148.912045
3 -8 -154, 532059 3 i -152.314572
3 -7 -151.450599 3 & -178.875363
3 -G -174.140286 3 7 -165.621554
3 -3 -146, 8362588 4 1 -79.465121
3 -4 =113, 793503 4 2 -79.352434

3 -3 -86. 66633 4 3 -77.145319
4 -10 -83.855255 4 4 -46. 66514

4 -9 -78. 04705 4 5 -69,454871
4 -8 -74. 972843 4 <] -67.151304

4 -7 -78.345431 4 7 -63.856301
4 -6 -65. 569040

4 -3 -50. 75926595

4 -4 -16. 3336584

4 -3 5.402467
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Finally, the [Pb®*] calibration and experimental files for the standard addition method
are below. Only the format of the experimental file changes.

ISEID

L L L Ll L L P I P R I P P P P R P

Toglox emf

-9
-6
-5

4.
-3,
-3.
-G.
-a.
-5.
-4.
-3.
-3.
-9,
-6,
-5.
4.

-3
-3

L000116235

. 996850239
L 962362208
970695789
006123457
076334005
00011625

006850230
062362208
970695789
996123497
076334905
00011625

996850239
062362208
070605780
.996123497
L 076334505

8. 558784008
8.941667495
13.82426611
32.1609243
56, 68302162
85.45835326
-28.38121595
-25.45833251
-20. 54573389
-1.579075696
24, 77302162
53.86835326
-347.,271216
-320, 7183325
-208,3557330
—268. 2300757
-237.12659784
=204, 0416467

[
n
m
H
=]

LAL P B2 L P =2 L P 2 Ll B 2 L P 2 L B B2 P = i P 2 L B 2 L P 2 P 2 i B 2 L B 2 L) B 2 L P 2 L P 2 L R 2

sampleln

1 25.49

1 -7.89

1 -284.32
2 29,61

2 -3.40

2 -274.83
3 32,19

3 3.78

3 -283. B0
4 27.596

4 -3.30

4 -277.30
] 22.39

] -7. 56

5 -295.17
3] 36,79
3] 5.27

4] -256, 82
7 23.75

7 -5.46

7 -284.20
8 10,55

8 -18.595
8 -296. 31
=] 70,58
=] 41. 55

o -222.14
10 20.42
10 -11.43
10 -2809.36
11 37.87
11 11. 64
11 -274.11
12 24,78
1z -4, 38
12 -285.44
13 20.598
13 -8.07
13 -200. 61
14 19.39
14 -9, 02
14 -293. 82
15 21.33
15 -6,72
15 -2095.30
16 22.00
16 -6.1%
16 -289.78
17 41.23
17 16.40
17 -273.15

-195.14
34,22
4.04
-264.70
49,35
23,23
-251. 80
30,60
10,55
-260.25
35.74
6. 51
-263. 50
38.07
F.TE
-262.97
38.43
7.7
-262.097
38. 54
8. 85
-261. 89
56,97
31.00
-244. 69

[s}elslalalolalololalalalalelalalelslalaslolalalalalalalaalalolalalalalalalaalalalalal el olal ool elal el

[slalelelsls)s)lslslslalalalalalalalalalalalelslsls)els)s)s)ala)alalalalalalalolelelslslslelslslslololals)

add

o]
100
loo
1o0
1o0
1o0
1o0
100

100
100
100
olox
olox
0ol
100
100
100
001
001
ool
ool
olox
0ol
100
100
100

001
001
100
100
100
olox
0ol
00l
001
001
001
ool
ool
olox
olox
olox
00l
001

001
100
100
100

cone. add
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