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Using R for Bayesian calibration of ISE data 

 
Bayesian calibration of ion selective electrode (ISE) data uses the free, open-source 

program, OpenBUGS, to perform analyses.  For some users, however, it is more 

convenient to interface to OpenBUGS through a different software package that they 

are more familiar with, or that has more general use, such as R.  This tutorial shows 

how to use supplied R functions that can be used in combination with the 

R2WinBUGS library. 

 

1. Installation: R (www.r-project.org) and OpenBUGS 

(http://mathstat.helsinki.fi/openbugs/) must be installed on your computer.  The R 

packages, R2WinBUGS, coda, and lattice must also be installed.   

 

1a. Installing R 

 

 In order to install R, a mirror must be selected. From the R homepage, click 

on CRAN (for Comprehensive R Archive Network), and select a nearby 

mirror.  For example, residents of New Zealand would be directed to 

http://cran.stat.auckland.ac.nz/ 

 

Precompiled distributions of R are available for free download for Windows, MAC 

OS X, and Linux, and installation is generally easy. For example, to install R for 

Windows, click on Windows > Base > Download R for Windows.  Then simply 

follow the download instructions.  (For Windows users, use of the 32-bit version of R 

is presently recommended.) It will automatically install in the user‟s My Documents 

folder, but you may prefer to put it into the R library. 

 

1b. Installing required R packages 

 

The extension packages are available from the main CRAN page, but are more easily 

installed from R itself after it is installed.   

 

 First, open R, and then select Packages > Set CRAN mirror... to select a 

nearby repository.   

 Next, select Install package(s)...  
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 From here, select the desired packages (R2WinBUGs, coda, lattice, and 

BRugs), and click on OK.  The packages will then self-install. 

 

 
 

 Make sure all packages are installed in the R library (Program Files\R\R-

X.X.X\library) 

 

1c. Installing OpenBUGS 

 

OpenBUGS is also free to install.  OpenBUGS can be run as a stand-alone program, 

but will be interfaced through R in this tutorial.  Therefore, while it must be installed, 

no knowledge of OpenBUGS will be required for the ISE calibration programs. 

 

 Go to the OpenBUGS homepage (http://www.openbugs.info/w/).  Windows 

and Linux users may download pre-compiled distributions by selecting 

Download from the OpenBUGS homepage  
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2. Analysing ISE data:   
R is a powerful tool for statistical computing, and there are numerous tutorials and 

books about it.  For ISE analysis, knowledge of script files is important and it is 

recommended you review a general R tutorial. 

 

 Prior to analysing data, the R2WinBUGS library must be loaded by entering 

library(R2WinBUGS)  
 

 An R script file called ISE calibration.R that contains ISE-specific functions 

was provided.   
 

 
 

 You may have saved the supplied file, “ise calibration.R” in a different 

location on your computer, and therefore the pathname „C:/ISE/ise 

calibration.R‟ should be updated (e.g. enter source(C:/correct path on your 

computer/ise calibration.R).  

 

Note that R uses the „\‟ character for other commands, and so pathnames are 

specified with a forward-slash (/) instead of the more common backwards 

slash (\). 

 

 Running commands in a script file: At this point, no commands have been 

processed yet.  In order to run the script file, highlight the commands you want 

to run, and click on the „Run line or selection” icon.  [Alternatively, Control-R 

runs either the current line if nothing is highlighted, or all highlighted 

commands in order.] 
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 The results of the commands appear in a separate window, called the R 

console; in this case, the console lets us know that the library and functions 

have been loaded. 
 

 
 

 

3a. Single ISE example:  
 

The user only needs to interface with two functions, one to load data, and another to 

analyse the data.  In the following example, there is one ISE, with 8 calibration 

measurements with known concentration.  Additionally, there were seven 

experimental samples of unknown concentration.  These datasets are available and 

named,  

ISE example data (calibration) ISE1.txt, and  

ISE example data (experimental) ISE1.txt 

 

Calibration Data  Experimental Data 

ISEID log10x emf  ISEID SampleID emf 

1 -10 90.2  1 1 101.7 

1 -9 90.2  1 2 110.1 

1 -8 92.9  1 3 102.7 

1 -7 97.4  1 4 150.4 

1 -6 122.1  1 5 90.4 

1 -5 152.9  1 6 121.2 

1 -4 180.2  1 7 141.5 

1 -3 207.9     
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 The first function, load.ISE.data, requires that the user specify two filenames,  
 

filename.experimental:  Location and name of the experimental data,  

filename.calibration:      Location and name of the calibration data 

 

Further, there is an additional variable that is used to indicate that the 

experimental data is standard addition data, 

 

stdadd:     Standard addition (T) or original model (F, the default)  

 

Formatting of data: The data must be appropriately formatted, described in 

section 4, but the formatting is straightforward.  Next, load.ISE.data will 

automatically detect whether there is a single ISE or multiple ISEs, and 

perform additional formatting.  In this example, the final data object is stored 

as “mydata.SingleISE” (this name is arbitrary, see figure below). 

 

 The second function, bayesian.calibrate, uses the calibration data to estimate 

the concentration for the experimental data, using the methods described in 

McGraw et al. (2011).   

 

There are four required variables (data, model.path, single.ISE, and Z), and 

two experiment-specific optional variables (stdadd, temperature): 
 

data:  The name of the data object  

model.path: The location of the calibration model 

single.ISE: T or F, indicating data from a single (T) or multiple (F) ISEs 

stdadd:  T or F, as defined for load.ISE.data (default is F) 

Z:  The valence of the primary ion 

temperature: Defaults to 21C, if not entered 

 

 Next, simply highlight the new code, run it, and wait a short time for the 

results:  

 
  



 6 

 Options: There are additional options that do not need to be specified, but 

may be if the user desires: 

 

Graphical parameters: 

 

 Some customization of plots can be done by changing graphical parameters.  

More advanced users can also edit the function  bayesian.calibrate in ISE 

calibration.R to customize graphics.  

 

plot.limits:  The range of the y axis for the sample concentrations plot 

x.ticks: The location of tickmarks on the x axis (e.g. x.ticks = c(1, 3, 5) 

draws ticks at 1, 3, and 5 

y.ticks: The location of tickmarks on the y axis 

 

Technical MCMC inputs:  

 

MCMC Estimation: This Bayesian analysis employs OpenBUGS, which 

implements Markov Chain Monte Carlo (MCMC) methods.   

 

OpenBUGS implements a suite of MCMC algorithms.  Starting from the 

initial set of parameter values, probabilistic decision rules are used to generate 

an updated set of parameter values.  This process continues, generating a long 

chain of parameter values. 

 

After a burn-in period where parameter values are not recorded, the parameter 

values are recorded for a given number of iterations. For diagnostic purposes, 

it is beneficial to have a number of parallel chains.  In some cases, it is 

computationally efficient to run more iterations, but record fewer of them, 

done by thinning (e.g. thin = 2 records every other iteration).  The final 

parameter estimates are based on (iters - burnin)*chains/thin number of 

simulated parameter values.  

 

The 100,000 parameter values from the default values of burnin = 25000, iters 

= 50000, chains = 4, and thin = 1 are generally more than sufficient for good 

convergence. 

 

burnin: The number of initial parameter estimates to discard while tuning the 

system 

iters:       The total number of iterations 

chains:   The number of parallel chains to run (useful for diagnostics) 

thin: MCMC thinning rate, defaults to 1 

diagnostic.print: Convergence diagnostic plots and printout 
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Technical ISE inputs: 

 

Initial values for MCMC calculations are automatically generated by the 

functions in ISE calibration.R.  However, these automatically generated values 

occasionally produce poor initial values (particularly for the standard 

deviation, ). 

 

a.init: Initial value passed to gen.inits.single or gen.inits.multiple for the 

model, emf = a + b log (x + cstar^10).  Default is NA.  If there are 

initial value out-of-bounds errors, a value may be specified for a 

single ISE, or a vector may be specified for multiple ISEs; e.g.  

a.init = 300, or  a.init = c( 300, 100, -50, 100) 

b.init:     Similar to a.init 

cstar.init: Similar to a.init 

sigma.upper: Upper limit for initial value of sigma.  A common error occurs 

when the initial value for sigma is too high.  An appropriate value 

depends on the ISE and its application.  For the challenging [Pb
2+

] 

example in McGraw et al. 2011, sigma.upper = 2 mV works well. 

 

 

3b. Single ISE Results:  
 

In the example data set above, there were 7 samples with unknown concentrations 

measured by one ISE.   

 

 The first portion of the output lets us know that the model compiled properly, 

and is only useful if an error occurs:  
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 The next portion of the output provides median estimates and 95% credible 

intervals of the parameters from the calibration curve,  ˆˆ ˆlogemf a b x c    

are given for the ISE, as well as the estimated standard deviation, ̂ . Finally, 

the log limit of detection, S/N=3log LOD , is calculated from the median 

estimates of the other parameters: 

 

 
 

For example, the estimated slope is ˆ 29.3b  , but the slope could be between 

27.5 and 31.6, while S/N=3log LOD 7.27  . 

 

 Finally, median estimates (and the upper and lower limits of the 95% 

calibration interval) are given for each sample concentration:  

 

 
 

Interpretation: Estimates become more influenced by the assumed prior 

distribution of x for values below the detection limit, in this case estimated on 

a log scale as -7.27.   

 

Estimated concentrations and lower confidence limits below / 3S NLOD   should 

be thought of as “below LOD”.  For example, for the first unknown sample, 

the estimated concentration on a log scale is -6.91, and we are 95% confident 

that the true concentration is between “below LOD” and -6.61. 

 

In this case, the data came from simulations, and so the true concentrations of 

the calibration data are known (-7.5, -6.5, -7.0, -5.0, -8.0, -6.0, -5.5).  In this 

example, all of the true concentrations are contained in the calibration 

intervals.  In general, approximately 95% of sample concentrations will fall 

with their calibration interval if model assumptions are met (or are close to 

being met).  
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 A plot of the sample concentrations is also created in a separate window, and 

can be saved in a variety of formats. The default range on the y axis is large; 

this can be controlled using the plot.limits argument (e.g. add, plot.limits = c(-

10, -4) in bayesian.calibrate): 

Sample ID

lo
g

1
0
 {

 x
 }

1 2 3 4 5 6 7

-1
5

-1
0

-5
0
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3c. Multiple ISEs:  

 

Analysing data from multiple ISEs is no more difficult than a single ISE.  This data 

set has four ISEs measuring 8 calibration points and 7 unknown samples.  Note that, 

while this data set is complete (every ISE measures every calibration and 

experimental point), this is not a requirement.   

 

Calibration Data  Experimental Data 

ISEID log10x emf  ISEID SampleID emf 

1 -10 90.2  1 1 101.7 

1 -9 90.2  1 2 110.1 

1 -8 92.9  1 3 102.7 

1 -7 97.4  1 4 150.4 

1 -6 122.1  1 5 90.4 

1 -5 152.9  1 6 121.2 

1 -4 180.2  1 7 141.5 

1 -3 207.9  2 1 2.9 

2 -10 -3.8  2 2 14.3 

2 -9 -4.9  2 3 10.0 

2 -8 -2.7  2 4 50.7 

2 -7 5.7  2 5 -3.9 

2 -6 23.5  2 6 17.9 

2 -5 48.0  2 7 34.5 

2 -4 82.9  3 1 -196.9 

2 -3 105.6  3 2 -186.9 

3 -10 -191.5  3 3 -188.8 

3 -9 -197.7  3 4 -148.9 

3 -8 -194.5  3 5 -192.3 

3 -7 -191.5  3 6 -178.9 

3 -6 -174.1  3 7 -165.6 

3 -5 -146.8  4 1 -79.5 

3 -4 -113.8  4 2 -79.4 

3 -3 -86.7  4 3 -77.1 

4 -10 -83.9  4 4 -46.7 

4 -9 -78.0  4 5 -69.5 

4 -8 -75.0  4 6 -67.2 

4 -7 -78.3  4 7 -63.9 

4 -6 -65.6     

4 -5 -50.8     

4 -4 -16.3     

4 -3 9.4     
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 The code looks identical to the single ISE code, except that (1) different data 

files („ISE example data (experimental).txt‟, and „ISE example data 

(calibration).txt‟) are loaded that contain the multiple ISE experimental and 

calibration data, and (2) single.ISE =T changes to single.ISE=F in 

bayesian.calibrate: 
 

 
 

 The output is similar, except that parameter values are returned for each of the 

four ISEs.   
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 Calibrated values: By using all of the ISEs, the precision of each estimated 

concentration improves.  For example, with one ISE (the best performing 

ISE), the estimated concentration for the fourth sample was -5.0 (95% CI: -

5.2, -4.8).  Using all four ISEs, the 95% CI became 50 percent more precise:  

(-5.1, -4.9). 

 

  
 

 Having used the plot.limits argument, an improved figure is created: 

 
 A publication quality plot can be created by saving this plot in postscript 

format. Simply right-click, and then click on Save as postscript... 

 

Sample ID
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3d. Standard addition models:  

 

When the experimental data is measured using the standard addition method, a 

modified model is used.  

 

 In order to use the standard addition models that are supplied, the name of the 

file for the standard addition model must be specied (e.g. model.name = 

“Single ISE model Standard addition.txt” or model.name = “Multiple ISE 

model Standard addition.txt”), and  

 stdadd = T must be specified in load.ISE.data and in bayesian.calibrate.  

 

The example dataset used to demonstrate the standard addition model is the [Pb
2+

] 

dataset presented in McGraw et al. (2011). 



 14 

4. Formatting data:  

 

Data needs to be in two tab-delimited text files, one for the calibration data, and one 

for the experimental data.  There needs to be a header row for each file.  Excel 

spreadsheets can be saved as tab-delimited text files (using Save As), or copied and 

pasted into text editors. 

 

For the calibration file, the header rows are ISEID, log10x, and emf (the order does 

not matter).  The ISEID variables should be integers, with the lowest value equal to 1, 

and no gaps.  That is, if there are four ISEs, they must be labeled 1, 2, 3, and 4.  

However, ISE #2 may come before ISE #1, or in mixed order.  If there is only a single 

ISE, ISEID would equal 1 for all measurements. The next variable is log10x, the log 

concentration (log10 mol/l) of the calibration samples. The emf readings (mV) follow. 

 

The experimental file will take one of two formats, depending on whether the 

original model or the standard addition model is used.   

 

 For the original model, the header row will include ISEID, SampleID, and 

emf.  ISEID is defined the same way as in the calibration file.  SampleID is an 

integer indicating which sample is being measured, and must follow the same 

numbering rules as ISEID. Finally, emf is the mV reading of the experimental 

samples for each ISE. 

 

 When using the standard addition model, the experimental file will contain 

ISEID and SampleID as before.  Two emf values are recorded: emf1 is the 

mV reading of the sample, and emf2 is the mV reading of the sample + 

addition.  Additionally, V.s is the volume of the sample, V.add is the volume 

of the addition, and conc.add is the concentration (mol/l) of the addition.  The 

units of V.s and V.add do not matter as long as they are the same.  

 

Example files for the original model are pictured below (note that tab-delimited 

values may not line up nicely; this is not a problem):  
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Finally, the [Pb
2+

] calibration and experimental files for the standard addition method 

are below. Only the format of the experimental file changes.  

 
 

 


