Water wave scattering from a mass loading ice floe of random length using generalised polynomial chaos
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Abstract

We consider the scattering of water waves in a two dimensional domain from a floating sea ice floe of random length. The length is treated as a random variable governed by a prescribed probability distribution. To keep the focus on the random length aspect we choose a simple mass loading model to characterise the ice floe. We compute the expectation and variance of the reflection and transmission coefficients using two different methods derived from the framework of generalised polynomial chaos (gPC), as part of which unknown quantities of the problem are expanded in a basis of orthogonal polynomials of the random variable. The polynomials are chosen optimally for the particular probability distribution of the random variable to minimise an approximation error. We devise a stochastic collocation method, which involves computing the reflection and transmission coefficients deterministically for a number of carefully sampled lengths and fitting polynomial expansions to them. The second approach is based on the stochastic Galerkin method, for which the governing equations are transformed to accommodate the random length parameter. We also use a standard Monte Carlo (MC) approach for comparison. The gPC methods are shown to be numerically efficient and exhibit desirable exponential convergence properties, as opposed to the slow inverse square root convergence of the MC approach. Finally, we use the statistic collocation method to demonstrate that the
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floe size distribution can have a significant impact on the expected transmission coefficient.

Keywords: water wave scattering, random length, generalised polynomial chaos
1. Introduction

The scattering of surface gravity waves from compliant floating structures is a well studied problem in ocean engineering and polar geophysics (see e.g. [1]). Floating structures include various man-made objects, such as very large floating structures (VLFSs; see [2]), but also naturally occurring ones, such as sea ice floes [3]. The vast literature on wave scattering by such floating structures has concentrated on characterising (i) the response of the structure to water wave forcing and (ii) the scattered wave field generated from diffraction and radiation processes. The geometry of the structure is typically known or is a function of a number of deterministic parameters, so the method used to solve the scattering problem can be adapted to a certain class of geometries.

Various geometries have been considered in both two and three dimensions. Meylan and Squire [4] devised a Green’s function method for the scattering of ocean waves by a floating elastic beam with uniform thickness as a model for a sea ice floe. The same problem was revisited in different fields and solved with a range of numerical methods, such as mode matching [5], integro-differential equations [6] and an integral equation / Galerkin technique [7]. The extension to non-uniform floating beams was considered in [8, 9, 10]. In three dimensions the scattering of water waves by circular elastic plates of uniform thickness was investigated by several authors [11, 12, 13]. Scattering by circular floes with axisymmetric thickness variations was later solved by Bennetts et al. [14] using a multi-mode approximation. Finally, Meylan [15] and Bennetts and Williams [16] developed methods for scattering by elastic plates of arbitrary shape with constant thickness.

It is less clear, however, how uncertainties in the structure’s geometry affect the response of the structure and the scattered wave field. This is particularly relevant in the case of sea ice floes, where the general shape varies significantly between individual floes, depending on how they form and then interact with their environment. Taking accurate in situ measurements of the shape and size of individual floes is also challenging [17], so that these properties are usually
given as empirical statistical distributions. To the best of our knowledge no previous studies have attempted to quantify the uncertainty of the scattered wave field due to random variations in the geometry of the structure.

In the present article we conduct a preliminary study to describe the scattering of water waves in two dimensions (one horizontal and one vertical) from an ice floe of random length and uniform thickness. The probability distribution of the length variable is prescribed. We then seek to compute the central moments, i.e. expectation and variance, of the probability distributions of the transmission and reflection coefficients of the ice floe.

Many different methods are available to handle uncertainties in geometry. These include perturbation methods, moment equations, and the Monte Carlo (MC) approach [18]. Perturbation methods, however, typically require perturbations of the parameters and the response of the system to remain small, while the MC approach is known to exhibit slow convergence properties. Here we employ the framework of generalised polynomial chaos (gPC), which does not constrain the size of the random perturbation and converges fast when the system’s dependence on the random variables is sufficiently smooth and the number of random variables is small [19].

For problems involving multiple random variables, gPC methods can be problematic as the size of the system of equations arising in such problems increases with the factorial of the random dimension. For example Ganesh and Hawkins [20] found that gPC methods are only practical when the number of random variables is less than 5, but the technique can be extended to a sparse-grid gPC method, which works for more random variables at the expense of reduced accuracy. We also note that, for more complicated problems, such as non-linear wave–body interaction, the quantities of interest may not depend smoothly on the random variable(s), in which case gPC methods would exhibit poor convergence properties. Computationally more intense remedies exist, however, e.g., multi-element gPC methods [21] or wavelet gPC basis functions [22].

The problem considered here involves smooth functions and only a single
random variable (the length of the floe). Consequently, gPC techniques are ideally suited and fast numerical convergence can be expected. The key idea of gPC techniques is to expand the random variable in a basis of mutually orthogonal polynomials. The choice of the polynomial basis is informed by the probability distribution of the random variable. The polynomial expansion provides a spectral representation of the variable in random space, so the scattering problem can be solved using conventional spectral techniques, e.g. mode matching or integral equations.

As the focus of the present work is to introduce the use of gPC methods in a water wave scattering problem, we consider the canonical mass loading model to describe the vertical motion of the ice floe, which does not account for the elasticity of the structure. We acknowledge that the mass loading model is too simple to characterise the motion of an ice floe properly, noting that it has been used by Keller and Weitz [23] to represent pack ice, and later by Wadhams and Holt [24] to represent floating frazil ice. The more standard thin elastic or visco-elastic plate models could be used instead, but this would introduce unnecessary complexity in the implementation of the gPC framework and would not affect the results aimed at demonstrating the efficiency of the framework in a one-dimensional wave scattering problem. The present article also provides the foundation for the extension to three dimensional models where the notion of random length evolves into the notion of random shape. The random boundary of a three dimensional ice floe may then, for example, be described by a Karhunen-Loève expansion in a small number of random variables. Although new issues arise in the three dimensional setting, such as multiple random variables, the basic ideas should carry over in a straightforward manner.

We begin our analysis in §2 with a detailed description of the random floe problem. After briefly discussing the well known fixed length problem in §3, we solve the random length problem using two different gPC methods in §4. Numerical results for both methods are presented in §5 and compared to the MC approach. The focus of the Results section is to demonstrate the attractive convergence properties of the gPC framework for the problem considered here.
As an example, we utilize the good performance of the gPC method to investigate the length-distribution dependence of the expected reflection coefficient of a mass loading floe as a function of floe thickness and wave period. Finally, we conclude with a discussion of our findings in §6.
2. Preliminaries

We consider a two dimensional (one horizontal and one vertical) water domain which is infinitely long horizontally and has finite extent in the vertical direction. In a Cartesian coordinate system $(x, z)$, the vertical dimension is bounded by the equilibrium water surface at $z = 0$ and the flat sea floor at $z = -H$. The water domain is denoted by $\Omega = \{(x, z), -\infty < x < \infty, -H < z < 0\}$. A sea ice floe of thickness $h$ covers the equilibrium water surface between $x = 0$ and $x = L$. For simplicity, we assume the draught of the floe can be neglected. A sketch of the geometry is shown in figure 1.

![Figure 1: Geometry of the problem.](image)

The water is modelled as an incompressible and inviscid fluid of density $\rho = 1025 \text{ kg m}^{-3}$. Further, assuming irrotational and time-harmonic motion, the velocity field of the fluid particles can be expressed as $\text{Re}\{(\partial_x, \partial_z)\phi(x, z) \exp(-i \omega t)\}$, where $\omega$ is the angular frequency and $t$ denotes time. The fluid motion is then fully described by the complex velocity potential $\phi(x, z)$. The time-harmonic condition allows us to replace $\partial_t = -i \omega$ throughout. The incompressibility assumption applied together with mass conservation implies that $\phi$ satisfies Laplace’s equation

$$\left(\partial_x^2 + \partial_z^2\right)\phi = 0, \quad \text{for } (x, z) \in \Omega. \quad (1)$$

In addition, linearity and conservation of momentum implies that $\phi$ satisfies the
linearised form of Bernoulli’s equation

\[ i \omega \rho \phi = \rho g z - p, \quad \text{for } (x, z) \in \Omega, \quad (2) \]

where \( g = 9.8 \text{ m s}^{-2} \) is the acceleration due to gravity, and \( p \) is the water pressure.

The vertical motion of the ice floe is described by the mass loading model, which corresponds to the Euler-Bernoulli beam equation in the limit of vanishing elasticity. The pressure load \( \tilde{p} \) on the beam is then given by

\[ \tilde{p} = \omega^2 \tilde{\rho} h \eta, \quad (3) \]

where \( \eta = \eta(x) \) is the surface elevation, \( h \) is the thickness of the floe and \( \tilde{\rho} = 917 \text{ kg m}^{-3} \) is the density of sea ice. Note that the fourth order derivative that appears in the Euler-Bernoulli beam equation is absent in (3). At \( z = 0 \) the kinematic surface condition holds, i.e.

\[ -i \omega \eta = \partial_z \phi, \quad z = 0. \quad (4) \]

The free surface condition

\[ g \partial_z \phi = \omega^2 \phi, \quad z = 0, \quad x < 0, x > L, \quad (5) \]

follows from (2) and (4). Similarly, assuming \( p = -\tilde{p} \) on the bottom surface of the floe and using (2), (4) and (3) yields the mass loading surface condition

\[ (g - \omega^2 \rho h) \partial_z \phi = \omega^2 \phi, \quad z = 0, \quad x \geq 0. \quad (6) \]

At the rigid sea floor, the vertical fluid velocity should vanish, i.e.

\[ \partial_z \phi = 0, \quad z = -H. \quad (7) \]

We prescribe a wave forcing with velocity potential

\[ \phi^{\text{in}}(x, z) = A_0 e^{i \kappa_0 x} \varphi_0(z), \quad (8) \]

characterising a plane wave travelling in the positive \( x \)-direction. The wavenumber \( \kappa_0 \) and vertical function \( \varphi_0(z) \) will be defined in [3]. The presence of the ice
floe gives rise to reflected and transmitted wave components, which are given by

\[ \phi(x, z) \to \phi_{\text{in}}(x, z) + R A_0 e^{-i \kappa_0 x} \varsigma_0(z), \quad \text{as } x \to -\infty \]  

and

\[ \phi(x, z) \to T A_0 e^{i \kappa_0 x} \varsigma_0(z), \quad \text{as } x \to \infty, \]  

respectively, where \( R \) and \( T \) denote the unknown reflection and transmission coefficients.
3. Fixed length scattering

Let us first assume that the length of the ice floe \( L \) is a given constant. The scattering problem can be separated into three sub-problems, namely (i) scattering from the left edge, (ii) wave propagation under the floe, and (iii) scattering from the right edge (see figure 2). The solutions of these sub-problems are then combined to describe the scattering by the fixed length ice floe.

3.1. Scattering from the floe edges

We first consider the scattering of waves by the floe’s left edge located at \( x = 0 \). On either side of the edge, we separate variables and represent the solution to Laplace’s equation (1) by a plane wave ansatz. Imposing the sea floor condition (7), the free surface condition (5) for \( x < 0 \) and the mass loading condition (6) for \( x \geq 0 \), we approximate the potential as truncated series expansions of \( N_\zeta + 1 \) plane wave modes, i.e.

\[
\phi(x, z) \approx \phi^-(x, z) = \sum_{n=0}^{N_\zeta} \left( A_n^- e^{i\kappa_n x} + B_n^- e^{-i\kappa_n x} \right) \varsigma_n(z), \quad x \leq 0, \quad (11)
\]

on the left (open water) side of the edge and

\[
\phi(x, z) \approx \phi^+(x, z) = \sum_{n=0}^{N_\zeta} \left( A_n^+ e^{i\kappa_n x} + B_n^+ e^{-i\kappa_n x} \right) \zeta_n(z), \quad x \geq 0, \quad (12)
\]

on its right (ice-covered) side. We have introduced the vertical modes in the open water and ice-covered domains given by

\[
\zeta_n(z) = \frac{\cosh(\kappa_n (H + z))}{\cosh(\kappa_n H)}, \quad (13)
\]
and
\[ \zeta_n(z) = \frac{\cosh(k_n (H + z))}{\cosh(k_n H)}, \]
respectively. The wavenumbers \( \kappa_n \) and \( k_n \) satisfy their respective dispersion relations, i.e.
\[ \kappa \tanh(\kappa H) - \frac{\omega^2}{g} = 0, \quad (15) \]
in the open water domain, and
\[ k \tanh(k H) - \frac{\omega^2}{g - h \omega^2/\rho} = 0, \quad (16) \]
in the ice-covered domain. Both dispersion relations have one real and infinitely many imaginary solutions in the first quadrant of the complex plane. The remaining solutions are the negatives of these and are included in the expansions (11) and (12). The real solutions of (15) and (16) are denoted by \( \kappa_0 \) and \( k_0 \), respectively. These solutions are associated with propagating wave modes which do not attenuate with \( x \). We sort the imaginary solutions by increasing magnitude of their imaginary part, i.e. \( \text{Im}\{k_{n+1}\} > \text{Im}\{k_n\} \) and \( \text{Im}\{\kappa_{n+1}\} > \text{Im}\{\kappa_n\} \), for \( n \geq 1 \). These correspond to evanescent modes decaying exponentially faster with \( x \) as \( n \) increases. The truncation of the sums in (11) and (12) at finite \( N_\zeta \) is therefore justified.

Let the vectors \( \mathbf{A}^- = (A^-_0, \ldots, A^-_{N_\zeta})^T \) and \( \mathbf{B}^- = (B^-_0, \ldots, B^-_{N_\zeta})^T \), respectively, contain the complex amplitudes of the right and left propagating modes in the general solution (11). Furthermore, let the vectors \( \mathbf{A}^+ = (A^+_0, \ldots, A^+_{N_\zeta})^T \) and \( \mathbf{B}^+ = (A^+_0, \ldots, A^+_{N_\zeta})^T \), respectively, contain the amplitudes of the right and left propagating modes in the general solution (12). By matching the potentials \( \phi^- = \phi^+ \) and horizontal fluid velocities \( \partial_x \phi^- = \partial_x \phi^+ \) at the boundary \( x = 0 \), we can find the following set of relationships describing the reflection and transmission of waves incident on either side of the edge
\[ \mathbf{A}^+ = \mathbf{T}_L^+ \cdot \mathbf{A}^- + \mathbf{R}_L^+ \cdot \mathbf{B}^+, \quad (17) \]
\[ \mathbf{B}^- = \mathbf{R}_L^- \cdot \mathbf{A}^- + \mathbf{T}_L^- \cdot \mathbf{B}^+. \quad (18) \]
where \( \mathbf{T}_L^+ \) and \( \mathbf{R}_L^+ \) are matrices of dimension \((N_\zeta + 1) \times (N_\zeta + 1)\). These matrices are obtained in solving the matching problem numerically. Here, we use an
Integral equation method similar to that described in [26] to enforce the matching of potential and normal velocity at \( x = 0 \), noting that other methods could have been used instead, such as residue calculus techniques [27, 28], an error minimization approach [29], an eigenfunction matching method [30], and variations of these (see [1] for a review). The implementation of the matching procedure is not a focus of the present paper. Only a brief derivation is therefore given in Appendix A. The relationships (17) and (18) can be summarised as

\[
\begin{pmatrix} A^+ \\ B^+ \end{pmatrix} = S_L \begin{pmatrix} A^- \\ B^- \end{pmatrix} = \begin{pmatrix} T_L & R_L^+ \\ R_L^- & T_L^+ \end{pmatrix} \begin{pmatrix} A^- \\ B^- \end{pmatrix}. \tag{19}
\]

where the matrix \( S_L \) has dimension \( 2(N_\zeta + 1) \times 2(N_\zeta + 1) \) and is referred to as the scattering matrix of the left floe edge.

From symmetry considerations, the solution to the right edge scattering problem can be deduced from that of the left edge. Eigenfunction expansions of the potential in the ice-covered and open water regions similar to (11) and (12) can be written down. We introduce the vectors of amplitudes \( C^- = (C_0^-, \ldots, C_{N_\zeta}^-)^T \) and \( D^- = (D_0^-, \ldots, D_{N_\zeta}^-)^T \) of the right and left propagating modes, respectively, in the ice-covered region, and analogously \( C^+ = (C_0^+, \ldots, C_{N_\zeta}^+)^T \) and \( D^+ = (D_0^+, \ldots, D_{N_\zeta}^+)^T \) for the right and left travelling modes in the open water region. The scattering matrix of the floe’s right edge is then defined by

\[
\begin{pmatrix} C^+ \\ D^+ \end{pmatrix} = S_R \begin{pmatrix} C^- \\ D^- \end{pmatrix} = \begin{pmatrix} T_R^- & R_R^+ \\ R_R^- & T_R^+ \end{pmatrix} \begin{pmatrix} C^- \\ D^- \end{pmatrix}. \tag{20}
\]

The blocks of \( S_R \) are related to those of \( S_L \) by \( T_R^+ = T_L^x \), and \( R_R^+ = R_L^x \).

3.2. Wave propagation in a deterministic domain

We now construct the mapping describing the phase change experienced by the wave modes between the two edges \( x = 0 \) and \( x = L \). Although this is a trivial exercise in the deterministic case, we describe it in detail here to attract the reader’s attention to the process as it will be substantially more involved when solving the scattering by a floe of random length in §4.2.
We express the potential under the floe as
\[ \phi(x, z) \approx \phi^L(x, z) = \sum_{n=0}^{N_\zeta} \left( V_n^- e^{i k_n x} + W_n^- e^{-i k_n x} \right) \zeta_n(z), \quad x = 0, \] (21)
at its left end, and
\[ \phi(x, z) \approx \phi^R(x, z) = \sum_{n=0}^{N_\zeta} \left( V_n^+ e^{i k_n x} + W_n^+ e^{-i k_n x} \right) \zeta_n(z), \quad x = L, \] (22)
at its right end. Introducing the vector notations
\[ V^\pm = (V_0^\pm, \ldots, V_N^\pm) \text{T}, \] and
\[ W^\pm = (W_0^\pm, \ldots, W_N^\pm) \text{T}, \] the propagation process can be summarised by
\[ \begin{pmatrix} V^+ \\ W^- \end{pmatrix} = S_0 \cdot \begin{pmatrix} V^- \\ W^+ \end{pmatrix}, \] (23)
where
\[ S_0 = \begin{pmatrix} T_{0}^- & R_0^+ \\ R_0^- & T_{0}^+ \end{pmatrix} = \text{diag}(e^{i k_0 L}, \ldots, e^{i k_N L}, e^{i k_0 L}, \ldots, e^{i k_N L}). \] (24)
The matrix \( S_0 \) can be regarded as a scattering matrix relating the ingoing and outgoing wave amplitudes.

### 3.3. Scattering matrix of the fixed length floe

We can now combine the matrices \( S_L, S_0, \) and \( S_R \) to obtain the scattering matrix \( S \) of the mass loading floe.

We begin by combining \( S_L \) and \( S_0 \), i.e. we seek to compute the matrix \( S_{L0} \) which relates \( A^- \) and \( W^+ \) with \( V^+ \) and \( B^- \). The matrix \( S_{L0} \) can be found by identifying \( V^- = A^+ \) and \( W^- = B^+ \), and eliminating \( A^+ \) and \( B^+ \) from the system. We obtain
\[ S_{L0} = \begin{pmatrix} T_{L0}^- & R_{L0}^+ \\ R_{L0}^- & T_{L0}^+ \end{pmatrix}, \] (25)
where the blocks are given by (see [31] pp. 142-143)
\[ R_{L0}^+ = R_0^+ + T_0^- \cdot K_{12}, \] (26)
\[ R_{L0}^- = R_0^- + T_0^+ \cdot K_{21}, \] (27)
\[ T_{L0}^+ = T_0^+ \cdot K_{22}, \] (28)
\[ T_{L0}^- = T_0^- \cdot K_{11}. \] (29)
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and
\[
\begin{pmatrix}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{pmatrix} = \begin{pmatrix}
1 & -R_L^+ \\
-R_0^- & 1
\end{pmatrix}^{-1} \begin{pmatrix}
T_L^- & 0 \\
0 & T_0^+
\end{pmatrix}.
\] (30)

The procedure of combining \( S_L \) and \( S_0 \) to form \( S_{L,0} \) using (25)–(30) uniquely defines a binary associative operation \( \circ \), as any two matrices of equal size can be combined in this way. Specifically, we define \( S_L \circ S_0 = S_{L,0} \). It follows, that the scattering matrix of the entire mass loading floe \( S \) is
\[
S = S_L \circ S_0 \circ S_R.
\] (31)

3.4. Transmission and reflection coefficients

We are primarily interested in the transmission and reflection coefficients of the floe. They are given by the amplitudes of the transmitted and reflected propagating wave modes, normalised by the ingoing wave amplitude (see (9) and (10)), i.e.
\[
T = |S_{0,0}| \quad \text{and} \quad R = |S_{N,0}|,
\] (32)
respectively, where \( S_{i,j} \) denotes the entry of the matrix \( S \) in the \((1+i)^{th}\) row and \((1+j)^{th}\) column.
4. Random length scattering

We now randomize the floe length \( L \) by writing

\[
L = L_0 + L_1 \alpha ,
\]

where \( 0 < L_1 < L_0 \), and \( \alpha \) is a random variable drawn from some given probability distribution \( D \) constrained to the interval \([-1, 1]\). The deterministic boundary value problem described in \( \S 3 \) then becomes a stochastic boundary value problem. In particular, the reflection coefficient \( R \) and the transmission coefficient \( T \) now depend on the random variable \( \alpha \). Our objective is to compute the expectation values and variances of \( R(\alpha) \) and \( T(\alpha) \).

To accomplish this goal we employ the framework of generalised polynomial chaos (gPC), which is expected to converge significantly faster than the traditional Monte Carlo (MC) approach \([19]\). In the MC method the deterministic problem described in \( \S 3 \) is solved for a large number of randomly selected floe lengths and mean and variance are obtained from that solution sample. The error of this method is known to converge with the inverse square root of the sample size. In contrast, when the dependence of the solutions on the random variable(s) is sufficiently smooth, the gPC methods often show exponential convergence behaviour, although there exists no rigorous mathematical proof of this, to our knowledge.

The key to the gPC technique is the expansion of the \( \alpha \)-dependent quantities in terms of a particular polynomial basis \( \{ P_n(\alpha), n \in \mathbb{N} \} \), which is optimal (in a sense explained below) for the probability distribution \( D \) of \( \alpha \). The polynomials \( P_n(\alpha) \) are constructed, for example using the Gram Schmidt algorithm, to be orthonormal with respect to the scalar product

\[
\langle f_1, f_2 \rangle_\alpha = \int_{-1}^{1} f_1(\alpha) f_2(\alpha) \text{PDF}[D](\alpha) \, d\alpha ,
\]

where \( \text{PDF}[D] \) is the probability density function of the distribution \( D \). Specifically,

\[
\langle P_i, P_j \rangle_\alpha = \delta_{ij} ,
\]
where $\delta_{ij}$ is the Kronecker delta. For many of the common probability distributions, however, the corresponding polynomial basis is well established [19]. We refer to the $\{P_n(\alpha)\}$ as gPC polynomials.

The polynomial basis $\{P_n(\alpha)\}$ is optimal in the following sense. Let the reflection coefficient $R(\alpha)$ be expanded in this basis, that is

$$R(\alpha) \approx \sum_{n=0}^{N_P} R_n P_n(\alpha),$$

(36)

where we only take a finite number of $N_P + 1$ polynomials into account. Then it can be shown that the truncated expression on the right hand side of (36) not only converges to $R(\alpha)$ as $N_P \to \infty$, but it also minimises the $L^2$ norm error of any same degree polynomial approximation [19, eq. 5.9].

The family of gPC techniques admits two main branches: stochastic collocation (SC) methods, and the stochastic Galerkin (SG) scheme. In the following two subsections we demonstrate both methods by solving the random length problem.

4.1. Stochastic collocation method

We first discuss the stochastic collocation (SC) method [19,32]. This method is non-intrusive, i.e. it utilizes the deterministic solver described in §3 and is therefore straightforward to implement.

The first step is to solve the fixed length scattering problem described in §3 for $N_C + 1$ different floe lengths $L = L_0 + L_1 \alpha_m$, with $m = 0, \ldots, N_C$.

Setting $N_C = N_P$, using the orthonormality condition (35) and the expansion (36) of the reflection coefficient, we find

$$R_m = \int_{-1}^{1} d\alpha \text{PDF}[D](\alpha) P_m(\alpha) R(\alpha) \approx \sum_{i=0}^{N_P} w_i P_m(\alpha_i) R(\alpha_i),$$

(37)

where the $\alpha_i$ are the roots of $P_{N_P+1}(\alpha)$, and $w_i$ are the quadrature weights for PDF[D]. An efficient way of computing the $\alpha_i$ and $w_i$ is described in [33]. Alternatively, the expansion (36) could be used to obtain a linear system of $N_C + 1$ equations in $N_P + 1$ variables, which could then be solved directly or
with a least squares method if \( N_P < N_C \). Both methods perform equally well as the bulk of the computation time is spent on the evaluations of \( R(\alpha_i) \). Here we choose the quadrature method for its superior robustness and the convenience that we have to discuss convergence in only one numerical parameter \( N_P \).

The orthonormality relation (35) can then be used to find the expectation \( E(R) = R_0 \) and variance \( \text{Var}(R) = \sum_{n=1}^{N_P} R_n^2 \) of the reflection coefficient. The function \( R(\alpha) = |S_{N \zeta + 1,0}(\alpha)| \) may not be differentiable at all \( \alpha \), however, due to the absolute value in (32), in which case the polynomial approximation converges poorly. To remedy this possible issue we instead expand the underlying complex amplitude \( a(\alpha) = S_{N \zeta + 1,0}(\alpha) \) into gPC polynomials, i.e.

\[
a(\alpha) = \sum_{n=0}^{N_P} a_n P_n(\alpha). \tag{38}
\]

We can then compute the expectation value of \( R = |a| \) as

\[
E(R) = \mathbb{E}(|a|) = \int_{-1}^{+1} |a(\alpha)| \text{PDF} [D](\alpha) \, d\alpha, \tag{39}
\]

which can be estimated using numerical integration. Alternatively, one could compute the expectation value and variance of \( \log R^2 \) and \( \log T^2 \). Bennettts and Squire [31] show that the log-averaged transmission coefficient \( \mathbb{E}(\log T^2) \) of a single floe gives information about the scattering of an infinite series of floes whose lengths are uniformly randomly distributed. In §5.4 we show, however, that these results are not valid for other length distributions and since we are concerned with only a single floe we consider the quantities \( E(R) \), \( \text{Var}(R) \), etc., which are easier to interpret. We also remark that semi-analytic expressions for \( E(T) \) and \( E(R) \) can be derived if \( L_1 \) is an integer multiple of the ice covered propagating wavelength and \( L \) is sufficiently large so that the effect of evanescent modes can be neglected (see [34] and references therein). We made sure that the \( E(T) \) computed with the semi-analytic expression given in [34] agrees with our gPC results when these conditions are satisfied.

Note, that orthonormality of the gPC polynomials cannot be used to simplify
Figure 3: Separation of the stochastic scattering problem into three sub-problems.

the integral in (39). It can be used to simplify the second moment, however, i.e.

\[
\text{Var}(R) = \int_{-1}^{+1} |a(\alpha)|^2 \text{PDF}[D](\alpha) \, d\alpha - \mathbb{E}(R)^2
\]

\[
\approx \sum_{m,n=0}^{N_P} a_m^* a_n \int_{-1}^{+1} P_m(\alpha) P_n(\alpha) \text{PDF}[D](\alpha) \, d\alpha - \mathbb{E}(R)^2
\]

\[
= \sum_{n=0}^{N_P} |a_m|^2 - \mathbb{E}(R)^2 , \quad (40)
\]

where \(a_n^*\) is the complex conjugate of \(a_n\). The results for the transmission coefficient \(T(\alpha)\) follow analogously.

In §5.1 we implement the SC method by expanding the complex amplitudes underlying the reflection and transmission coefficients into gPC modes.

4.2. Stochastic Galerkin method

In this section we introduce the stochastic Galerkin (SG) method to solve the problem of water wave scattering by a floe of random length. In contrast to the SC method described in §4.1, the SG method does not build upon the deterministic solver outlined in §3. Instead, the solution method used to solve the fixed length problem is amended to account for the dependence of the complex wave amplitudes on the random variable \(\alpha\).

Similarly to the fixed length case, we decompose the scattering problem into three sub-problems, illustrated in figure 3, i.e. (i) scattering from the left edge, (ii) propagation of the plane wave solutions in the random domain under the floe, and (iii) scattering from the right edge. As in the fixed length case, each process can be described by a scattering matrix.
4.2.1. Scattering from the floe’s edges

The solution method of the left edge scattering problem is similar to that described in §3.1 for the fixed length floe. The potential expansions (11) and (12) only need to be amended to account for their dependence on the random variable $\alpha$. In the free surface region, only the left-travelling wave amplitudes $B^{-}$ depend on $\alpha$ as the right-travelling modes are incident from $-\infty$ and therefore do not depend on the geometry of the floe. In the ice-covered region, both $A^{+}$ and $B^{+}$ depend on $\alpha$. Using the gPC framework, we expand these amplitudes in the gPC polynomial basis $\{P_{i}(\alpha)\}$. Specifically,

$$A^{+}(\alpha) = (A_{+}^{0}(\alpha),\ldots,A_{N_{\zeta}}^{+}(\alpha))^{T}$$

$$= \left(\sum_{i=0}^{N_{P}} A_{0,i}^{+} P_{i}(\alpha),\ldots,\sum_{i=0}^{N_{P}} A_{N_{\zeta},i}^{+} P_{i}(\alpha)\right)^{T}$$

$$= (A_{0}^{+} \cdot P(\alpha),\ldots,A_{N_{\zeta}}^{+} \cdot P(\alpha))^{T}, \quad (41)$$

where $A_{+}^{n}$, $n = 0,\ldots,N_{\zeta}$, are row vectors of length $N_{P} + 1$ containing the amplitudes $A_{n,i}^{+}$ and $P(\alpha)$ is the column vector of $N_{P} + 1$ gPC polynomials.

Similarly, we have

$$B^{\pm} = (B_{0}^{\pm} \cdot P(\alpha),\ldots,B_{N_{\zeta}}^{\pm} \cdot P(\alpha))^{T}, \quad (42)$$

where $B_{n}^{\pm}$, $n = 0,\ldots,N_{\zeta}$, are the row vectors of amplitudes $B_{n,i}^{\pm}$. Note that we use bold symbols to represent vectors and matrices in the gPC space, as opposed to the underlined symbols defined in §3, which represent vectors and matrices in the vertical mode space. Using this matrix notation, the general solutions (11) and (12) to Laplace’s equation on the left and right side of the edge, respectively, become

$$\phi(x,z;\alpha) \approx \phi^{-}(x,z;\alpha)$$

$$= \sum_{n=0}^{N_{\zeta}} \left( A_{n}^{-} e^{i\kappa_{n} x} + B_{n}^{+} \cdot P(\alpha) e^{-i\kappa_{n} x} \right) s_{n}(z), \quad x \leq 0, \quad (43)$$
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on the left (open water) side and

$$\phi(x, z; \alpha) \approx \phi^+(x, z; \alpha)$$

$$= \sum_{n=0}^{N_\zeta} \left( A^+_n e^{i k_n x} + B^+_n e^{-i k_n x} \right) \cdot P(\alpha) \zeta_n(z), \quad x \geq 0$$  \hspace{1cm} (44)

on the right (ice-covered) side.

The matching of the potential and normal velocity at $x = 0$ can be done for each gPC mode independently. The scattering matrix of the left edge can therefore be expressed directly in terms of the reflection and transmission block components of the scattering matrix $S_L$ given in (17) and (18) for the fixed length problem. Specifically, we can write the mapping of wave mode amplitudes on either side of the edge as

$$A^+ = T^+_L \cdot A^- + R^+_L \cdot B^+, \quad (45)$$

$$B^- = R^-_L \cdot A^- + T^-_L \cdot B^+, \quad (46)$$

where the vectors $A^+ = (A^+_0, \ldots, A^+_N)^T$ and $B^- = (B^-_0, \ldots, B^-_N)^T$ have length $(N_\zeta + 1)(N_P + 1)$.

The blocks $T^+_L$ and $R^+_L$ of $S_L$ must also be amended to operate on the product space of vertical and gPC modes, while leaving the gPC modes unaffected. Therefore the matrices $T^+_L$ and $R^+_L$ are given by

$$R^+_L = R^+ \otimes 1 \quad \text{and} \quad T^+_L = T^+ \otimes 1 , \quad (47)$$

where $1$ is the identity matrix of dimension $(N_P + 1) \times (N_P + 1)$. The operation $\otimes$ is the Kronecker product, which is the matrix representation of the tensor product. Effectively, every entry $(R^+_L)_{ij}$ is replaced by the diagonal block $(R^+_L)_{ij} \cdot 1$ and the same is done for $T^+_L$. Since $A^-$ does not depend on $\alpha$, it can only influence the zeroth order term $P_0(\alpha) = 1$ in the gPC expansions of $A^+$ and $B^-$. Therefore, the matrices $R^-_L$ and $T^-_L$ acting on $A^-$ are expressed as

$$R^-_L = R^- \otimes e_0 \quad \text{and} \quad T^-_L = T^- \otimes e_0 , \quad (48)$$

where $e_0$ is the unit column vector in the space of gPC polynomials which corresponds to $P_0(\alpha) = 1$, with size $(N_P + 1)$. Effectively, every entry $(R^-_L)_{ij}$
is replaced with the column vector \(((R_L^-)_{ij}, 0, \ldots, 0)^T\) and the same is done for \(T_L^-\). The scattering matrix \(S_L\) of the left edge can be assembled from these four blocks, i.e.

\[
\begin{pmatrix}
A^+ \\
B^-
\end{pmatrix} = S_L \cdot \begin{pmatrix}
A^- \\
B^+
\end{pmatrix} = \begin{pmatrix} T_L^- & R_L^+ \\ R_L^- & T_L^+ \end{pmatrix} \cdot \begin{pmatrix}
A^- \\
B^+
\end{pmatrix}.
\]

(49)

It relates the gPC modes of the wave amplitudes \(A_n^-\) and \(B_n^+\) to the gPC modes of the wave amplitudes \(A_n^+\) and \(B_n^-\).

As in the fixed length case, the symmetry of the problem allows us to construct the right-edge scattering matrix \(S_R\) from the block components of \(S_L\).

4.2.2. Wave propagation in a random domain

In §3.2 we constructed the matrix \(S_0\), which describes the phase change of the wave modes between the two edges \(x = 0\) and \(x = L\). We now seek a mapping \(S_0\) describing the phase change of the wave modes when the boundary \(x = L(\alpha)\) is only given in terms of the probability distribution of \(\alpha\).

To that end, we follow Xiu and Tartakovsky [35] by first transforming the deterministic governing equations with a random boundary into stochastic equations with a fixed boundary. This is accomplished by expressing the Laplace equation (1) in a new \(\alpha\)-dependent coordinate system \((\tilde{x}, z)\), defined by

\[
\tilde{x}(x; \alpha) = s(\alpha) x \quad \text{with} \quad s(\alpha) = \frac{L_0}{L_0 + L_1 \alpha},
\]

(50)

which is chosen such that the left and right floe edges always have the coordinates \(\tilde{x} = 0\) and \(\tilde{x} = L_0\), respectively. In this new coordinate system, Laplace’s equation (1) becomes

\[
-s^2(\alpha) \partial_{\tilde{x}}^2 \phi = \partial_z^2 \phi,
\]

(51)

while the ice-covered surface and sea floor boundary conditions (6) and (7) remain unchanged. In the horizontal direction, the solution must be matched
in $\phi$ and $\partial_x \phi$ to

$$
\phi(x, z; \alpha) \approx \phi^L(x, z; \alpha) = \sum_{n=0}^{N_\zeta} (V_n^- e^{ik_n x} + W_n^- e^{-ik_n x}) \cdot P(\alpha) \zeta_n(z), \quad x = 0 ,
$$

at $x = \tilde{x} = 0$, which is analogous to equation (21) in the fixed length problem, and to

$$
\phi(x, z; \alpha) \approx \phi^R(x, z; \alpha) = \sum_{n=0}^{N_\zeta} (V_n^+ e^{ik_n x} + W_n^+ e^{-ik_n x}) \cdot P(\alpha) \zeta_n(z), \quad x = L ,
$$

at $x = L$ (or equivalently $\tilde{x} = L_0$), analogous to (22). We introduced the row vectors $V_n^\pm$ and $W_n^\pm$ of length $N_P + 1$ containing the gPC coefficients of $V_n^\pm(\alpha)$ and $W_n^\pm(\alpha)$ for each vertical mode $n = 0, \ldots, N_\zeta$.

To find the general solution of the stochastic Laplace equation (51), we separate variables by invoking the ansatz

$$
\phi(\tilde{x}, z; \alpha) = \zeta(z) \varphi(\tilde{x}; \alpha) .
$$

The vertical solutions $\zeta_n$ are the same as for the deterministic problem, given by equation (14). In the horizontal direction we obtain

$$
s^2(\alpha) \partial_{\tilde{x}}^2 \varphi(\tilde{x}; \alpha) = -k^2 \varphi(\tilde{x}, \alpha) .
$$

We expand $\varphi$ in the gPC polynomial basis

$$
\varphi(\tilde{x}; \alpha) \approx \sum_{j=0}^{N_P} \xi_j(\tilde{x}) P_j(\alpha) ,
$$

where the infinite series has been truncated to contain $N_P + 1$ terms. Substituting (56) into equation (55), dividing by $s^2(\alpha)$, and projecting on $P_i$ using the gPC scalar product (34), results in

$$
\partial_{\tilde{x}}^2 \xi_i(\tilde{x}) = -k^2 \sum_{j=0}^{N_P} \xi_j(\tilde{x}) \langle P_i, s^{-2} P_j \rangle_\alpha ,
$$
where we have used the orthonormality of the gPC polynomials. We define the row vector $\xi$ of length $N_P + 1$ and the square matrix $M$ of size $(N_P + 1) \times (N_P + 1)$, with entries given by $\xi \cdot e_i = \xi_i(\tilde{x})$, and $e_i^T M e_j = (P_i, s^{-2} P_j)_\alpha$, respectively, where $e_i$ corresponds to the $i$th unit vector in the gPC standard basis. This allows us to rewrite (57) in matrix form as

$$\frac{\partial^2}{\partial \tilde{x}^2} \xi = -k^2 \xi \cdot M.$$  \hfill (58)

The matrix $M$ is real and symmetric, so there exists a unitary matrix $U$ such that $M = U \cdot \mathcal{M} \cdot U^{-1}$, where $\mathcal{M}$ is diagonal. Thus, we can write

$$\frac{\partial^2}{\partial \tilde{x}^2} \xi = -k^2 \xi \cdot U \cdot \mathcal{M} \cdot U^{-1},$$  \hfill (59)

$$\frac{\partial^2}{\partial \tilde{x}^2} U = -k^2 \xi \cdot U \cdot \mathcal{M},$$  \hfill (60)

$$\frac{\partial^2}{\partial \tilde{x}^2} X = -k^2 X \cdot \mathcal{M},$$  \hfill (61)

where we define the row vector $X = \xi \cdot U$ of length $N_P + 1$. Since $\mathcal{M}$ is diagonal, this is a system of independent ordinary differential equations with general solution

$$\xi = \left( V^0 \cdot \exp(i k \sqrt{\mathcal{M}} \tilde{x}) + W^0 \cdot \exp(-i k \sqrt{\mathcal{M}} \tilde{x}) \right) \cdot U^{-1},$$  \hfill (62)

where $V^0$ and $W^0$ are now vectors of length $N_P + 1$ and where we have used the definition of $X$. The general solution to (51) can therefore be approximated by

$$\phi(\tilde{x}, z; \alpha) \approx \phi^0(\tilde{x}, z; \alpha) = \sum_{n=0}^{N_x} \zeta_n(z) \xi_n(\tilde{x}) \cdot P(\alpha)$$  \hfill (63)

$$= \sum_{n=0}^{N_x} \zeta_n(z) \left( V_n^0 \cdot \exp(i k_n G \tilde{x}) + W_n^0 \cdot \exp(-i k_n G \tilde{x}) \right) \cdot U^{-1} \cdot P(\alpha),$$

where we have introduced $G = \sqrt{\mathcal{M}}$.

We are now in a position to construct the random phase change matrix $S_0$ by matching the general solution (63) under the floe to the solutions (52) and (53) at $x = 0$ and $x = L$. Applying the four matching conditions

$$\phi^0(\tilde{x}, z; \alpha)|_{x=0} = \phi^0(\tilde{x}, z; \alpha)|_{x=L},$$

$$\phi^L(x, z; \alpha)|_{x=0} = \phi^R(x, z; \alpha)|_{x=L},$$

where we have introduced $G = \sqrt{\mathcal{M}}$. 
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and projecting onto the vertical and gPC modes, we obtain the four matrix equations

\[
\begin{align*}
(V_n^- + W_n^-) &= (V_n^0 + W_n^0) \cdot U^{-1}, \quad (68) \\
(V_n^+ + W_n^+) &= (V_n^0 \exp(i \kappa_n G L_0) + W_n^0 \exp(-i \kappa_n G L_0)) \cdot U^{-1}, \quad (69) \\
(V_n^- - W_n^-) \cdot N &= (V_n^0 - W_n^0) \cdot G \cdot U^{-1}, \quad (70) \\
(V_n^+ - W_n^+) \cdot N &= (V_n^0 \exp(i \kappa_n G L_0) - W_n^0 \exp(-i \kappa_n G L_0)) \cdot G \cdot U^{-1}.
\end{align*}
\]

where we have defined the \((N_P + 1) \times (N_P + 1)\) matrix \(N\) with components \(e_i^T \cdot N \cdot e_j = \langle P_i, s^{-1} P_j \rangle_\alpha\). Eliminating \(V_n^0\) and \(W_n^0\) from equations (68)–(71), we obtain the mapping

\[
\begin{pmatrix}
V^+ \\
W^-
\end{pmatrix}
= S_0 \cdot
\begin{pmatrix}
V^- \\
W^+
\end{pmatrix},
\]

where the random phase change matrix \(S_0\) is defined by

\[
S_0 =
\begin{pmatrix}
T_0^- & R_0^+ \\
\vdots & \vdots \\
T_{N_\zeta}^- & R_{N_\zeta}^+ \\
R_0^- & T_0^+ \\
\vdots & \vdots \\
R_{N_\zeta}^- & T_{N_\zeta}^+
\end{pmatrix}.
\]

(73)

The blocks \(T_n^\pm\) and \(R_n^\pm\) are given by

\[
R_n^\pm = C_n \cdot (E_n^{-1} \cdot F^- - F^- \cdot (F^+)^{-1} \cdot E_n \cdot F^+) ,
\]

(74)

\[
T_n^\pm = C_n \cdot (F^+ - F^- \cdot (F^+)^{-1} \cdot F^-) ,
\]

(75)
where
\[
F^\pm = U^{-1} \pm G \cdot U^{-1} \cdot N^{-1},
\]
\[
C_n = \left( E_n^{-1} F^+ - F^- \cdot (F^+)^{-1} \cdot E_n \cdot F^- \right)^{-1},
\]
\[
E_n = \exp (i k_n G L_0).
\]

The matrix $S_0$ maps the gPC modes of the amplitudes of the wave modes travelling into the covered region to the gPC modes of the amplitudes of the wave modes travelling out of the covered region, where the effect of the floe edge has not yet been considered. It therefore describes the random phase change of the waves under the floe.

### 4.2.3. The Random Scattering Matrix

The procedure described in §3.3 to combine scattering matrices remains unchanged in the random length case. Using the operation $\circ$ defined in §3.3 we express the scattering matrix of the random length ice floe as
\[
S = S_L \circ S_0 \circ S_R,
\]
which has dimension $2 \times 2 (N_\zeta + 1)(N_p + 1)$. It relates the $\alpha$-independent amplitudes of the ingoing waves to the $\alpha$-dependent amplitudes of the outgoing waves (see figure 3), i.e.
\[
\begin{pmatrix} C^+ \\ B^- \end{pmatrix} = S \cdot \begin{pmatrix} A^- \\ D^+ \end{pmatrix}.
\]

We use (39) and (40) to calculate the expectation and variance, respectively, of the absolute value of any complex quantity obtained from the SG method. In particular, applying these formulae for the travelling vertical mode amplitudes $C_0^\pm (\alpha) = C_0^\pm \cdot P$ and $B_0^- (\alpha) = B_0^- \cdot P$ gives the statistical central moments of the transmission and reflection coefficients, respectively.
5. Results

We devise a number of numerical tests to establish the performance of the two SC methods described in §4.1 and the SG method described in §4.2 in comparison to the Monte Carlo (MC) approach. The parameters $L_0 = 30 \text{ m}$, $L_1 = 10 \text{ m}$, $H = 100 \text{ m}$, $h = 2 \text{ m}$, and $\omega = 2 \pi/5 \text{ Hz}$ are fixed for all of the following simulations. This implies, that the travelling wave modes in the open water and floe covered domains have wavelength $\lambda_0 = 2 \pi/\kappa_0 = 39 \text{ m}$, and $\lambda_{\text{ice}}^0 = 2 \pi/k_0 = 28 \text{ m}$, respectively. We also set the number of evanescent vertical modes to $N_\zeta = 5$ and compute the solution of the matching problem at the floe edges with a sufficient level of certainty to ensure that the transmission coefficient $T$ has converged to six digits of accuracy.

Throughout this article we consider two possible choices for the distribution $D$ of $\alpha$: (i) the uniform distribution $\mathcal{U}$ on the interval $[-1,1]$, which we adopt because of its simplicity, and (ii) a beta distribution that has been transformed to be non-zero on the interval $[-1,1]$. We chose the latter distribution because its probability density function resembles that of a normal distribution while it converges continuously to zero as $\alpha \to \pm 1$. Other probability distributions on $[-1,1]$ could be used instead. The PDFs of $\mathcal{U}$ and $\mathcal{B}$ are given by

$$\text{PDF}[\mathcal{U}](\alpha) = \frac{1}{2},$$

(81)

and

$$\text{PDF}[\mathcal{B}](\alpha) = \frac{2^{1-2m} \left(1-\alpha^2\right)^{m-1}}{B(m,m)} \bigg|_{m=10} = \frac{230945}{131072} (1-\alpha^2)^9,$$

(82)

respectively, where $B(m,m)$ is the beta function. Their graphs are shown in the top panel of figures 4 and 5, respectively.

The gPC polynomials corresponding to $\mathcal{U}$ and $\mathcal{B}$, as defined by (34) and (35), are

$$P_n(\alpha) = \sqrt{2n+1} \, P_n^{(0,0)}(\alpha),$$

(83)

and

$$P_n(\alpha) = \frac{\sqrt{(2n+19)} \, n! \, (n+18)!}{2 \sqrt{230945} \, (n+9)!} \, P_n^{(9,9)}(\alpha),$$

(84)
respectively, for \( n = 0, \ldots, N_P \), and where \( P_n^{(i,j)}(\alpha) \) are the Jacobi polynomials of degree \( n \). It should be noted that for \( i = j = 0 \) the Jacobi polynomials \( P_n^{(i,j)}(\alpha) \) reduce to the Legendre polynomials for all non-negative integers \( n \).

First, we illustrate how the probability distribution \( R(\mathcal{D}) \) of the output reflection coefficient \( R \) is related to the probability distribution \( \mathcal{D} \) of the input \( \alpha \). Figures 4 and 5 show the reflection coefficient as a function of the parameter \( \alpha \) (central panel), which does not depend on the choice of the distribution \( \mathcal{D} \).

Thus, we constructed the graph by computing several solutions \( R(\alpha) \) for different \( \alpha \), using the procedure described in \( \S 3 \). The SC and SG methods provide analytic expressions approximating the function \( R(\alpha) \). Via (39) and (40) they also provide the expectation \( \mathbb{E}(R) \) and (taking the square root) the standard deviation \( \text{Var}(R)^{1/2} \), which are displayed as error bars on the right panels of the two figures.

The right panels of figures 4 and 5 also show an approximation to PDF\( [R(\mathcal{D})] \). To compute the latter, we subdivided the range of \( R(\alpha) \) into 100 intervals \( \{[r_n, r_{n+1}], n = 0, \cdots, 99\} \). For each interval we then estimated the probability that \( r_n \leq R < r_{n+1} \) by numerically integrating PDF\( [\mathcal{D}](\alpha) \) over the \( \alpha \)-intervals for which \( R(\alpha) \) satisfies this condition. Consequently, the extrema of PDF\( [\mathcal{D}](\alpha) \) correspond to discontinuities in PDF\( [R(\mathcal{D})](R) \). These discontinuities are only prominent if PDF\( [\mathcal{D}](\alpha) \) is large at the corresponding extremum, however. Consider for example the discontinuity at \( R \approx 0.16 \) in figure 4 which is generated from the endpoint minimum of \( R(\alpha) \) at \( \alpha = 1 \). This discontinuity is not visible in figure 5 because the PDF of the beta distribution vanishes with \( \alpha \to 1 \). We also notice, that PDF\( [R(U)](R) \) is skewed towards large \( R \), as most points of the graph of \( R(\alpha) \) lie in the upper half of the range of \( R(\alpha) \) and all points are equally weighted by the uniform distribution of \( \alpha \). The PDF\( [R(B)](R) \) is more evenly distributed, because the beta distribution gives more weight to small \( R(\alpha) \). Consequently, the expectation value of \( R \) is lower for \( \alpha \sim B \) than it is for \( \alpha \sim U \).

\footnote{We use the standard notation in statistics where \( \sim \) stands for “has the probability distri-}
Figure 4: Transformation of the probability distribution. The top panel shows the uniform probability density function for the random length parameter $\alpha \sim U$. The central panel shows the reflection coefficient $R$ as a function of $\alpha$. The right panel shows the histogram of the probability distribution of $R(U)$. The point and error bar represent the expected $R \pm$ its standard deviation as computed by the stochastic Galerkin method.

Figure 5: Same as figure 4 but with $\alpha$ following the transformed beta distribution $B$. 
Table 1: Numerical parameters and computation times of the two gPC methods. The integers give the smallest number of gPC polynomials \( N = N_P (= N_C) \) necessary to achieve six digit accuracy in the quantity of the respective column. The timings have been estimated using the maximum \( N_P \) in the respective row, such that all quantities are computed with at least six digit accuracy. The Monte Carlo (MC) method did not converge to comparable accuracy (see figures 9 and 10) after 60 s and therefore is not included in the table.

5.1. Stochastic collocation method

We implement the SC method by expanding the complex amplitudes, corresponding to the reflection and transmission coefficients, into \( N_P \) gPC modes.

Figure 6 shows the error of the SC method for various numbers of collocation points \( N = N_C = N_P \). The case \( \alpha \sim \mathcal{U} \) is shown on the left side (panel a), and the case \( \alpha \sim \mathcal{B} \) is shown on the right side (panel b). For both distributions of \( \alpha \) the computed central moments of the transmission coefficient \( T \) and the reflection coefficient \( R \) converge exponentially, at least up to some \( N = N_{\text{crit}} \). For the expectation and variance of \( T \) we find \( N_{\text{crit}} = 16 \) for both distributions of \( \alpha \). Beyond \( N_{\text{crit}} \) the error \( \Delta \) increases exponentially (at a slow rate) when \( \alpha \sim \mathcal{U} \) and stays constant at \( \Delta \approx 10^{-13} \) when \( \alpha \sim \mathcal{B} \). For the expectation and variance of \( R \) we find \( N_{\text{crit}} \geq 25 \) when \( \alpha \sim \mathcal{U} \) (not shown) and \( N_{\text{crit}} = 20 \) when \( \alpha \sim \mathcal{B} \). In the latter case the error \( \Delta \) stays roughly constant at \( \Delta \approx 5 \times 10^{-10} \) for \( N \geq N_{\text{crit}} \).

5.2. Stochastic Galerkin method

Figure 7 illustrates the convergence of the SG method. When \( \alpha \sim \mathcal{U} \) the central moments of \( R(\mathcal{U}) \) and \( T(\mathcal{U}) \) converge exponentially in expectation and
Figure 6: Estimated accuracy of the SC method. Successive differences in transmission expectation (blue circles), transmission variance (green squares), reflection expectation (red diamonds), and reflection variance (orange triangles), as the number of gPC modes and collocation points $N = N_C + 1 = N_P + 1$ is increased. The random variable $\alpha$ follows the uniform distribution $\mathcal{U}$ in panel (a), and the transformed beta distribution $\mathcal{B}$ in panel (b). Horizontal dashed and dash-dotted lines indicate the convergence goal $10^{-6}$ and machine precision $\sim 10^{-16}$, respectively.
variance. When $\alpha \sim B$ the exponential convergence of the central moments of $R(B)$ stops at $10^{-13}$ with $N = N_{\text{crit}} = 19$. For larger $N$ the large numbers occurring in the expression (84) result in an error increase. For $N > 25$ ill-conditioned matrices lead to a breakdown of the SG algorithm.

We consider the solution converged, if all solutions computed with larger $N_P$ differ from it by less than $10^{-6}$. The number of gPC modes $N_P + 1$ necessary for six digits of accuracy is given in table II for each quantity of interest.

5.3. Comparison of performances

Both gPC methods show exponential convergence up to some $N = N_{\text{crit}}$, thereby achieving at least nine digits of precision in the central moments of the reflection and transmission coefficients.

Figure 8 shows the exponential convergence rates $\gamma$ against $N_{\text{crit}}$, assuming the error $\Delta \propto \exp(-\gamma N_P)$ for all $N_P \leq N_{\text{crit}}$. In every case $\gamma$ lies between 0.6 and 1.8. We always find $\gamma$ and $N_{\text{crit}}$ for the expectation value of a quantity close to the $\gamma$ and $N_{\text{crit}}$ for its variance. This is expected, as expectation and variance are both computed from the same gPC expansions using equations (39) and (40). Computation of $R$ generally converges slower. This is also not surprising, as the value of $R$ is small compared to the value of $T$, which implies
that high precision is needed to achieve the same accuracy. Overall, the SC and SG methods show similar convergence properties, except when we compute the moments of $T$ with $\alpha \sim \mathcal{U}$, where the SG method converges to much higher precision (larger $N_{\text{crit}}$) than the SC method. This may change, however, with different period, floe thickness, or water depth settings.

We estimated average computation times using a machine with an Intel® Core™ i7-3517U CPU (2.4 GHz) and 10 GB RAM (WolframMark™ benchmark 0.78). The timings for the gPC methods are listed in table 1.

When $\alpha \sim \mathcal{U}$ the SC and SG methods show similar performance, while when $\alpha \sim \mathcal{B}$ the SG method is significantly slower.

One has to keep in mind, however, that the SG method returns much more information than the SC methods. Specifically, it gives an approximation to the functional dependence of all outgoing complex amplitudes on the random parameter $\alpha$ (see equation (80)). Furthermore, formulae (39) and (40) can be used, respectively, to compute the expectation and variance of the outgoing amplitudes.
evanescent wave mode amplitudes.

Figures 9 and 10 show, for the two probability distributions $\mathcal{U}$ and $\mathcal{B}$, the expectations and variances of $R$ and $T$, respectively, computed with the three different methods, i.e. SG, SC, and MC. In the MC approach we compute the $R$ and $T$ for $10^4$ values of $\alpha$ which are sampled from either $\mathcal{U}$ or $\mathcal{B}$. This takes about 60 s. Expectation and variance are estimated from this sample. The displayed interval is defined as mean ± standard deviation, estimated from 10 individual MC runs with different random seeds, each of which takes about 60 s.

The results of all three methods are compatible within their respective accuracies. That is, six digits for all gPC methods and significantly larger intervals for the MC method, despite its runtime being more than 20 times greater than the runtime of any of the gPC methods.
5.4. Uniform vs. beta distribution

The good performance of the gPC methods allows us to compute results for a large variety of parameters, such as wave frequency and floe thickness. Each of the two panels of figure 11 shows an overlay of two contour plots in the space of these two parameters. The shaded contours in the background represent the reflection coefficient $R$, computed for a fixed floe length $L = 38$ m.

We note that the minima (dark areas) correspond to regions where the floe length is commensurable with the ice covered water wavelength $\lambda_0^{\text{ice}} < \lambda_0$, where reflection is especially low.

The white dashed lines indicate the contours of the expected reflection coefficient $E(R)$, assuming either $\alpha \sim U$ (left panel a), or $\alpha \sim B$ (right panel b). These contours are computed by running the SC method to calculate $E(R)$ for more than 1000 parameter pairs, where we ensured that each computation converged to at least three digits of accuracy. We chose $L_0 = 38$ m (as for the fixed length countours in the background) and $L_1 = 20$ m throughout. One can clearly see that the $E(R)$ contours are very similar to those of $R$ when $\alpha$ follows the transformed beta distribution $B$, which is peaked around $L = L_0$. In contrast, when $\alpha$ follows a uniform distribution the $E(R)$ contours are “smeared out”.

The discrepancy in $E(R)$ between the two distributions is an important observation. For instance, when Bennetts and Squire [31] calculate the expected transmission of an array of ice floes of random lengths, they assume the floe lengths to be uniformly distributed, whereas real ice floe sizes are believed to follow a power law distribution [17]. Figure 11 shows that this can make a significant difference. Although our results were computed for the mass loading model, there is no reason to expect this fact to change when e.g. elasticity is included in the floe model.
Figure 11: Contours of $R(2\pi/\omega, h)$ (shaded) overlayed with contours of $\mathbb{E}[R](2\pi/\omega, h)$ (white dashed lines) for (a) $\alpha \sim \mathcal{U}$ and (b) $\alpha \sim \mathcal{B}$. The fixed length result $R$ is computed for $L = 38$ m. For the expectation values we assume the same mean length, i.e. $L_0 = 38$ m and vary by $L_1 = 20$ m. The water depth is $H = 1000$ m throughout.
6. Conclusions

In the present study, we described three different numerical methods to solve the scattering problem of water waves from an ice floe modelled as a layer of mass loading material of random length $L$, where $L = L_0 + L_1 \alpha$ and $\alpha \in [-1, 1]$ follows either a uniform or a transformed beta distribution. Two of the methods investigated belong to the family of generalised polynomial chaos (gPC) techniques. Specifically, these are a stochastic collocation method (SC) and a stochastic Galerkin method (SG). We also implemented a Monte Carlo technique (MC) for comparison.

Both gPC methods rely on a polynomial expansion of the relevant quantities in the random variable. While the SC method is non-intrusive and only post-processes results computed with the deterministic solver, the SG method generalises the equations characterising the system to account for the extra random dimension.

The gPC methods were shown to outperform MC significantly. Specifically, they exhibit exponential convergence, while MC converges only with the inverse square root of the sample size. As a result, the gPC methods achieve six digit accuracy within less than 3 s (usually less than 1 s), while MC reaches only comparably low accuracy after 60 s.

Compared to each other, the gPC methods show similar performance. Which method is faster depends on the length distribution considered. Specifically, we found that with $\alpha \sim U$ the SG method is slightly faster, while with $\alpha \sim B$ it is significantly slower than SC.

In contrast to the SG method, the derivation and implementation of the SC method is straightforward. Moreover, the SC method can be used to compute the moments of the evanescent amplitudes as well if required, and therefore does not have any disadvantage compared to the SG method which always calculates the complete probabilistic scattering matrix. In conclusion, the simplicity and superior performance of the SC method makes it more suitable for most applications.
We finally used the SC method to compute how the expected reflection coefficient depends on the wave period and floe thickness. This is an important result, as it suggests that the distribution of floe sizes present in a field of sea ice floes will be vitally important to the manner in which ocean waves are scattered.

The authors have generalised this study to floating elastic plates (not presented here).

The gPC framework can also be applied to non-linear problems and geometries with several random variables, although the latter case is a major challenge in the development of gPC which is an active field of research.
Appendix A. Scattering from the beam’s edge

In this appendix we briefly discuss the procedure we follow to match the plane wave solutions on either side of the floe’s edge.

The vertical modes $\varsigma_n$ and $\zeta_n$ defined in (13) and (14), respectively, are orthogonal with respect to the scalar product

$$\langle f_1, f_2 \rangle_z = \int_{-H}^{0} f_1(z) f_2(z) \, dz , \quad (A.1)$$

that is

$$\langle \varsigma_m, \varsigma_n \rangle_z = \delta_{mn} \| \varsigma_m \| \quad (A.2)$$
$$\langle \zeta_m, \zeta_n \rangle_z = \delta_{mn} \| \zeta_m \| \quad (A.3)$$

where

$$\| \varsigma_m \| = \frac{\kappa_m H \text{sech}^2(\kappa_m H) + \tanh (\kappa_m H)}{2 \kappa_m} \quad (A.4)$$
$$\| \zeta_m \| = \frac{k_m H \text{sech}^2(k_m H) + \tanh (k_m H)}{2 k_m} \quad (A.5)$$

We follow [26] and define an auxiliary function

$$u(z) = \partial_x \phi^+(x, z)|_{x=0} = \partial_x \phi^-(x, z)|_{x=0} , \quad (A.6)$$

thereby utilizing the condition of matching horizontal fluid velocities. By projecting on the respective vertical modes, we can express the amplitudes $A_n^+$ and $B_n^-$ in terms of $u$:

$$A_n^+ = B_n^+ + \frac{\langle \varsigma_n, u \rangle_z}{i \kappa_n \| \varsigma_n \|} \quad , \quad (A.7)$$
$$B_n^- = A_n^- - \frac{\langle \varsigma_n, u \rangle_z}{i \kappa_n \| \varsigma_n \|} \quad , \quad (A.8)$$

Matching the potentials

$$\phi^-(x, z) = \phi^+(x, z) , \quad x = 0 , \quad (A.9)$$
and using (11), (12), (A.7), and (A.8), we obtain
\[
2 \imath \kappa_l A_i^0 = \sum_{n=0}^{N_{\text{match}}} 2 \imath \frac{\kappa_l}{||\varsigma||} \langle \varsigma_l, \zeta_n \rangle_z B_n^+ \]
\[
= \sum_{n,m=0}^{N_{\text{match}}} \left( \delta_{ln} \delta_{nm} + \frac{\kappa_l}{||\varsigma_l||} \langle \varsigma_l, \zeta_n \rangle_z \frac{1}{\kappa_m} ||\zeta_m|| \langle \zeta_m, \varsigma_n \rangle_z \right) u_m ,
\]
where we have expanded \( u(z) = \sum_{m=0}^{N_{\text{match}}} u_m \varsigma_m(z) \). Note, that we use \( N_{\text{match}} \) instead of \( N_\zeta \), where \( N_{\text{match}} \gg N_\zeta \) so that the matching problem is solved with high accuracy. Later on we truncate the resulting matrices such that only \( N_\zeta \) evanescent modes are taken into account for further computations.

Defining the \((N_\zeta + 1) \times (N_\zeta + 1)\) matrix \( Z \) with entries \( e^T_i \cdot Z \cdot e_j = \langle \varsigma_i, \zeta_j \rangle_z \), as well as the vector \( u = (u_0, \ldots, u_{N_\zeta})^T \), we can write (A.10) in matrix form as follows
\[
u = 2 \imath \left( 1 + K^- \cdot (\zeta^-)^{-1} \cdot Z \cdot (K^+)^{-1} \cdot (\zeta^+)^{-1} \cdot Z^T \right)^{-1}
\[
\cdot \left( K^- \cdot A^- - K^- \cdot (\zeta^-)^{-1} \cdot Z \cdot B^+ \right),
\]
where \( K^+, K^-, \zeta^+ \) and \( \zeta^- \) are diagonal matrices with the diagonal elements \( k_i, \kappa_i, ||\varsigma_i||, \) and \( ||\varsigma_i|| \), respectively. In this notation, equations (A.7) and (A.8) become
\[
A^+ = B^+ - \imath (K^+)^{-1} \cdot (\zeta^+)^{-1} \cdot Z^T \cdot u
\]
\[
B^- = A^- + \imath (K^-)^{-1} \cdot u .
\]
Comparing this to (19) we identify the reflection and transmission matrices
\[
T^- = 2 (K^+)^{-1} \cdot (\zeta^+)^{-1} \cdot Z^T \cdot (\ldots)^{-1} \cdot K^-
\]
\[
R^+ = 1 - 2 (K^+)^{-1} \cdot (\zeta^+)^{-1} \cdot Z^T \cdot (\ldots)^{-1} \cdot K^- \cdot (\zeta^-)^{-1} \cdot Z
\]
\[
R^- = 1 - 2 (K^-)^{-1} \cdot K^-
\]
\[
T^+ = 2 (K^-)^{-1} (\ldots)^{-1} \cdot K^- \cdot (\zeta^-)^{-1} \cdot Z ,
\]
where
\[
(\ldots)^{-1} = \left( 1 + K^- \cdot (\zeta^-)^{-1} \cdot Z \cdot (K^+)^{-1} \cdot (\zeta^+)^{-1} \cdot Z^T \right)^{-1} ,
\]
39
As in equation [A.11].

For our analysis we solve the matching problem with $N_{\text{match}} = 100$ and then truncate the sizes of the resulting matrices such that only $N_\zeta = 5$ evanescent modes are considered. This ensures that the transmission coefficient $T$ is computed with six digits of accuracy.
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