Abstract

We identify the stochastic processes associated with one-sided fractional partial differential equations on a bounded domain with various boundary conditions. This is essential for modelling using spatial fractional derivatives. We show well-posedness of the associated Cauchy problems in $C_0(\Omega)$ and $L_1(\Omega)$. In order to do so we develop a new method of embedding finite state Markov processes into Feller processes on bounded domains and then show convergence of the respective Feller processes. This also gives a numerical approximation of the solution. The proof of well-posedness closes a gap in many numerical algorithm articles approximating solutions to fractional differential equations that use the Lax-Richtmyer Equivalence Theorem to prove convergence without checking well-posedness.
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1. Introduction

The Fokker-Planck equation of a Lévy stable process on $\mathbb{R}$ is a fractional-in-space partial differential equation. The (spatial) fractional derivative operator employed therein is non-local with infinite reach. In this article we investigate one-sided fractional derivative operators on a bounded interval $\Omega$ with various boundary conditions. We also identify the stochastic processes whose marginal densities are the fundamental solutions to the corresponding fractional-in-space partial differential equations. That is, we show convergence of easily identifiable (sub)-Markov processes (that are essentially finite state), to a (sub)-Markov process governed by a Fokker-Planck equation on a bounded interval where the spatial operator is a truncated fractional derivative operator with appropriate boundary conditions. This is achieved using the Trotter-Kato Theorem [1, p. 209], regarding convergence of Feller semi-groups on $C_0(\Omega)$ and strongly continuous positive contraction semigroups on $L_1(\Omega)$, and hence showing process convergence [2, p. 331, Theorem 17.25]. As a by-product this closes a gap in numerical algorithm articles approximating solutions to fractional in space differential equations that use the Lax-Richtmyer Equivalence Theorem to prove convergence without checking well-posedness of the problem.
On the PDE side this article extends ideas of [3, 4] for no-flux boundary conditions and [5, 6] and others for Dirichlet boundary conditions. We link them to ideas on reflected and otherwise modified stochastic stable processes of [7, 8, 9].

A significant part of this article can be found in modified and extended form in the Ph.D. thesis of Harish Sankaranarayanan, [10].

1.1. Preliminaries and notation for stochastic processes

As we are going to embed finite state Markov processes within Feller processes we start with some basic properties of finite state sub-Markov processes.

A finite state sub-Markov process \((X^n_t)_{t \geq 0} \subset \{1, \ldots, n\}\) is uniquely determined by its transition rate matrix \(G_{n \times n}\). The diagonal entries \(g_{i,i} \leq 0\) denote the total rate at which particles leave state \(i\) and the entries \(g_{i,j} \geq 0\), \(i \neq j\) denote the rate at which particles move from state \(i\) to state \(j\). Furthermore, for each \(i\), \(-g_{i,i} \geq \sum_{j \neq i} g_{i,j}\), with the difference being the rate at which particles are removed from the system if they are in state \(i\).

The transition rate matrix is the infinitesimal generator of the stochastic process. It is also the generator of a semigroup of linear operators \((S(t))_{t \geq 0}\) on \(\ell^\infty = (\mathbb{R}^n, \|\cdot\|_\infty)\) satisfying the system of ODEs (called the backwards equation)

\[
S'(t)f = G_{n \times n}S(t)f; S(0)f = f
\]

or

\[
S(t)f = e^{tG_{n \times n}}f.
\]

If we let \(f(j) = f_j\), then

\[
(S(t)f)_i = \mathbb{E}[f(X^n_t)|X^n_0 = i];
\]

i.e., the \(i\)-component of \(S(t)f\) is the expectation of \(f(X^n_t)\) conditioned on \(X^n_0 = i\). In particular, for a target \(f = e_j\), at each coordinate \(i\), \((S(t)f)_i\) is the probability that the process is now in state \(j\) given that it started \(t\) time units earlier in state \(i\). This is why \((S(t))_{t \geq 0}\) is called the backwards semigroup of the process \((X^n_t)_{t \geq 0}\).

This is in contrast to the forward semigroup \((T(t))_{t \geq 0}\) acting on \(g \in \ell^1 = (\mathbb{R}^n, \|\cdot\|_1)\) with \(T(t) : g \mapsto g^T e^{tG_{n \times n}} = e^{tG_{n \times n}}g\), or \(T(0)g\) being the unique solution to the Fokker-Planck equation

\[
T'(t)g = G_{n \times n}^* T(t)g; \quad T(0)g = g.
\]

Here \(G_{n \times n}^*\) is the adjoint of \(G_{n \times n}\) and \(g^T\) the transpose of \(g\). Now \(T(t)g\) is the probability distribution of \((X^n_t)_{t \geq 0}\) given that the initial probability distribution of \(X^n_0 = g\). In particular, if \(g = e_j\), \((T(t)g)_i\) is the probability that \(X^n_t = i\) given that \(X^n_0 = j\).

Recall (e.g., [11, 12]) that these concepts are extendable to general sub-Markov processes taking values in a locally compact separable metric space \(\Omega\) with the backward semigroup \((S(t))_{t \geq 0}\) acting on bounded functions

\[
S(t)f(x) = \mathbb{E}[f(X_t)|X_0 = x]
\]

and the forward semigroup \((S^*(t))_{t \geq 0}\) acting on regular Borel measures on \(\Omega\),

\[
S^*(t)\mu = \text{distribution of } X_t|X_0 = \mu.
\]

Let

\[
C_0(\Omega) = \overline{C_0(\Omega)}^{\|\cdot\|_\infty},
\]

the closure of the space of smooth functions with compact support within \(\Omega\) under the supremum norm. Note that if \(\Omega\) is an open set then \(C_0(\Omega)\) is the space of continuous functions that converge to zero at the boundary and if \(\Omega\) is compact, then \(C_0(\Omega)\) is the space of continuous functions on \(\Omega\). If \((X_t)_{t \geq 0}\) is a sub-Markov process such that its backwards semigroup \((S(t))_{t \geq 0}\) leaves \(C_0(\Omega)\) invariant and is a positive, strongly continuous contraction semigroup there, then \((X_t)_{t \geq 0}\) is called a Feller process. On the other hand,
for any positive, strongly continuous, contraction semigroup \((S(t))_{t \geq 0}\) on \(C_0(\Omega)\) (called a Feller semigroup) there exists a Feller process \((X_t)_{t \geq 0}\) with \((S(t))_{t \geq 0}\) as its backwards semigroup \([2, \text{Chapter 17}]\).

For Feller processes the forward semigroup \((S^\ast(t))_{t \geq 0}\) is the adjoint semigroup and in many cases the restriction of \(S^\ast\) to \(L_1(\Omega)\) is strongly continuous and is given by

\[
T(t)f = \text{density of } X_t | X_0 \text{ has density } f. \tag{2}
\]

The connection to differential equations comes from the fact that each semigroup has a generator \((A_S, D(A_S))\) or \((A_T, D(A_T))\) with

\[
D(A_S) = \left\{ f : \lim_{h \to 0} \frac{S(h)f - f}{h} =: A_Sf \text{ exists} \right\}
\]

and \(D(A_T)\) defined analogously. It can be shown that the domains \(D(A_S)\) and \(D(A_T)\) are dense and the operators are linear, closed, and dissipative (usually (pseudo-)differential operators). Furthermore, the semigroups are the unique solution operators to the initial value problems on the respective Banach spaces

\[
.u'(t) = Au(t); u(0) = u_0 \in C_0(\mathbb{R})
\]

and the governing forward equation (Fokker-Planck) is

\[
.u'(t) = D^\alpha u(t); u(0) = u_0 \in L_1(\mathbb{R}),
\]

where the fractional derivatives are defined via

\[
D^\alpha f = \left( (\pm \cdot)^\alpha \hat{f}(\cdot) \right) \overset{\vee}{},
\]

with \((\cdot)^\overset{\vee}{.}\) denoting the inverse Fourier transform and \(\hat{f}\) denoting the Fourier transform of \(f\). This definition for functions whose fractional derivative is in \(L_1(\mathbb{R})\) or \(C_0(\mathbb{R})\) is equivalent to the left-sided fractional derivative being defined via

\[
D^\alpha_+ f(x) = \frac{d^k}{dx^k} \int_{-\infty}^{x} \frac{(x - s)^{k-\alpha-1}}{\Gamma(k - \alpha)} f(s) \, ds; \quad \alpha < k < \alpha + 1,
\]

and the shifted Grünwald approximation

\[
D^\alpha_+ f(x) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{k=0}^{\infty} \left( \frac{\alpha}{k} \right) (-1)^k f(x + h - kh),
\]
For basic properties of fractional derivatives and integrals see, for example, [20]. The right-sided derivative $D^\alpha f$ is defined via symmetry, replacing $x$ with $-x$ and $f(s)$ with $f(-s)$, giving

$$D^\alpha f(x) = \frac{d^k}{(-dx)^k} \int_{-\infty}^{-x} (-x - s)^{k-\alpha-1} f(-s) \, ds$$

$$= \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k f(x - h + kh), \quad \alpha < n < \alpha + 1.$$ 

Note that, for the forward equation $u'(t, x) = D^\alpha u(t, x)$, the non-local structure of the fractional derivatives encodes the rate of change at a location $x$ as a weighted average of what can jump from the left to that location and what can drift in from the nearest neighbour on the right.

### 1.3. Preliminaries for fractional derivative operators on bounded domains

We begin with the necessary preparations in order to facilitate the definition of fractional derivative operators on a bounded domain. In what follows, to make use of the inherent symmetry of right-sided and left-sided derivatives, integrals, etc., we will work on the bounded interval $[-1, 1]$. Then what holds for a left-sided operation will hold for a right-sided operation after replacing $x$ by $-x$. Therefore, we will focus on the left-sided operation unless explicitly stated.

Let $p_\beta$ denote the power functions given by

$$p_\beta^\pm(x) := \frac{(1 \pm x)^\beta}{\Gamma(\beta + 1)}.$$

$x \in (-1, 1)$ and $\beta > -1$. We will usually drop the superscript if the context is clear (left-sided with $+$ and right-sided with $-$). We use $p_0$ and $0$ to denote the constant one function and the zero function on the interval $[-1, 1]$, respectively.

For $\nu > 0$ and $f \in L_1[-1, 1]$, the (left-sided) fractional integral can be written as

$$I_+^\nu f(x) = \int_{-1}^x p_{\nu-1}^+(x - s - 1) f(s) \, ds$$

and the (right-sided) fractional integral

$$I_-^\nu f(x) = \int_{-1}^{-x} p_{\nu-1}^-(x - s - 1) f(-s) \, ds = \int_x^1 p_{\nu-1}^-(x - s + 1) f(s) \, ds.$$

Note that a basic property of fractional integration ([20]) is that

$$I_{\pm}^\nu p_\beta^\pm = p_{\beta + \nu}^\pm, \quad \beta > -1$$

and that $I^\nu$ is a bounded linear operator on both $L_1[-1, 1]$ and $C[-1, 1]$. The fractional integrals satisfy the semigroup property,

$$I_{\pm}^{\nu_1} I_{\pm}^{\nu_2} f = I_{\pm}^{\nu_1 + \nu_2} f, \quad f \in L_1[-1, 1], \quad \nu_1, \nu_2 > 0.$$ 

One obvious observation, which we will use later, is that for any $f \in L_1[-1, 1]$ for which $f$ is bounded on $[-1, -1 + \epsilon)$ for some $\epsilon > 0$,

$$I_-^\nu f(-1) := \lim_{x \to -1} I_-^\nu f(x) = 0, \quad \nu > 0.$$ 

Similarly, $I_-^\nu f(1) = 0$ if $f$ is bounded near 1.
On the other hand, let $W^{n,1}[-1,1]$, $n \in \mathbb{N}$ denote the Sobolev space of functions such that the function along with its (weak) derivatives $D^k$ up to order $n$ belong to $L^1[-1,1]$. For $\beta > n - 1$, $n \in \mathbb{N}$,

\[(\pm D)^n p_{\beta}^k = p_{\beta-n}^k \text{ and } D p_0 = 0,\]  

(6)

where we highlight that for the right-sided case the formula holds if we use $-D$ instead of $D$ and $p_{\beta}(x) = (1 - x)^{\beta} / \Gamma(\beta + 1)$.

Note that for $f \in W^{1,1}[-1,1]$ and all $\nu > 0$,

\[D(I_{\nu}^\alpha f) = I_{\nu}^\alpha (D f) + f(\pm 1) p_{\nu - 1}^\alpha.\]  

(7)

Hence there are two common definitions for fractional derivative operators depending on whether one fractionally integrates first and then differentiates (Riemann-Liouville) or vice-versa (Caputo). It turns out that for fractional derivatives of order greater than one the Caputo operator with Dirichlet boundary condition is not resolvent positive; i.e. does not generate a positive semigroup, and hence unsuitable for modelling stochastic processes. However, a mixed-type fractional derivative operator is still dissipative and resolvent positive.

We investigate two types of fractional derivative operators: The one-sided mixed Caputo and the Riemann-Liouville fractional derivative operators of order $1 < \alpha \leq 2$.

**Definition 1.** For $1 < \alpha \leq 2$, the mixed Caputo and the Riemann-Liouville fractional derivatives (of orders $\alpha$ and $\alpha - 1$) are given respectively by

\[\partial_{\pm}^\alpha f := DI_{\pm}^{2-\alpha} D f, \quad \partial_{\pm}^{\alpha-1} f := I_{\pm}^{2-\alpha} D f\]  

and

\[D_{\pm}^\alpha f := D^2 I_{\pm}^{2-\alpha} f, \quad D_{\pm}^{\alpha-1} f := D I_{\pm}^{2-\alpha} f.\]  

(8)

(9)

Note that by (7), if $f(\pm 1) = 0$, then $\partial_{\pm}^\alpha f = D_{\pm} f$. Furthermore, for $1 < \alpha \leq 2$, using (6), (3) and (9), we have $\partial_{\pm}^1 p_{\alpha}^k = p_0 = D_{\pm}^1 p_{\alpha}^k$ and

\[\partial_{\pm}^{\alpha-1} p_{\alpha - 1}^k = 0 = D_{\pm}^{\alpha-1} p_{\alpha - 1}^k, \quad \partial_{\pm}^2 p_0 = 0 \text{ and } D_{\pm}^2 p_0 = 0,\]  

(10)

resulting in two degrees of freedom when inverting the fractional derivative operator. The degrees of freedom are then used up by the respective boundary conditions which are encoded in the domain of the operator.

To establish the connection between fractional differential equations with various boundary conditions and various modified stable processes we use the following theorem.

**Theorem 2.** A family of Feller semigroups converge strongly, uniformly for $t \in [0, t_0]$, to a Feller semigroup if and only if their respective Feller processes converge in distribution w.r.t. the Skorokhod topology.

*Proof.* See [2, p. 331, Theorem 17.25].

\[\square\]

2. The main results

2.1. Boundary conditions for fractional derivative operators

As the main contribution of this paper we identify the stochastic processes and show well-posedness of the fractional PDEs for almost any combination of the following homogeneous boundary conditions:

- **Dirichlet:** Zero boundary condition; i.e., the function is zero at the boundary.
- **Neumann:** The $\alpha - 1$ derivative is zero at the boundary; i.e., $\partial^{\alpha-1} f$ or $D^{\alpha-1} f$ is zero at the boundary depending on whether the operator is a mixed Caputo or Riemann Liouville operator respectively.
- **Neumann*:** The first derivative is zero at the boundary.
Table 1: Explicit domains of left-sided fractional derivative operators $(A^+, LR)$ and correspond to the domains of the forward and backward generators of the six processes in Table 2.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D(A^+, DD)$</td>
<td>${ f \in X : f = I_+^\alpha g - \frac{I_+^{\alpha+1} g}{\alpha+1} p_{\alpha+1}, g \in X }$</td>
</tr>
<tr>
<td>$D(A^+, DN)$</td>
<td>${ f \in X : f = I_+^\alpha g - \left[I_+^\alpha g(1)\right] p_{\alpha+1}, g \in X }$</td>
</tr>
<tr>
<td>$D(A^+, ND)$</td>
<td>${ f \in X : f = I_+^\alpha g - I_+^{\alpha+1} g(1) p_{\alpha+1}, g \in X }$</td>
</tr>
<tr>
<td>$D(A^+, NN)$</td>
<td>${ f \in X : f = I_+^\alpha g - \frac{I_+^{\alpha+1} g}{\alpha+1} p_{\alpha+1} + c p_0, g \in X, c \in \mathbb{R} }$</td>
</tr>
<tr>
<td>$D(D_+^\alpha, ND)$</td>
<td>${ f \in X : f = I_+^\alpha g - I_+^\alpha g(1) p_{\alpha+1} + c p_{\alpha+2}, g \in X }$</td>
</tr>
<tr>
<td>$D(D_+^\alpha, NN)$</td>
<td>${ f \in X : f = I_+^\alpha g - I_+^\alpha g(1) p_{\alpha+1} + c p_{\alpha+2}, g \in X, c \in \mathbb{R} }$</td>
</tr>
</tbody>
</table>

For $L, R \in \{D, N, N^*\}$ we refer to LR as the set of continuously differentiable functions on $(-1, 1)$ that satisfy the respective boundary conditions; e.g.,

$$DN^* = \{ f : \lim_{x \to -1} f(x) = 0, \lim_{x \to 1} f'(x) = 0 \},$$

with the other combinations of boundary conditions defined analogously. If we want to comprehensively talk about several operators with an unspecified left or right boundary, we just state L or R; e.g., LD would refer to having a left boundary condition of type D, N, or N* and a right Dirichlet condition.

We use the notation $C_0(\Omega)$ to be the closure with respect to the supremum norm of the space of continuous functions with compact support in $\Omega$. The set $\Omega$ refers to the interval

$$\Omega = [(-1, 1)]$$

with an endpoint excluded if the problem has a Dirichlet boundary condition there (if the endpoint is excluded, any function in $C_0(\Omega)$ will converge to zero there).

We will only consider the twelve cases shown in Table 1. We will show that in those twelve cases the operators $A$ of Table 1 are closed, densely defined, the range of $I − A$ is dense, and are dissipative. Therefore, they are generators of strongly continuous contraction semigroups (which also turn out to be positive) and hence the associated Cauchy problems are well-posed.

All other cases are either given by symmetry (such as $(\partial_+^\alpha, LR)$ for $L_1[-1, 1]$), are equivalent (such as $(\partial_+^\alpha, DR)$ and $(D_+^\alpha, DR)$, or $(\partial_+^\alpha, NR)$ and the closure of $(\partial_+^\alpha, N^*R)$), or do not generate a contraction semigroup on the respective space. We will not pursue these other cases any further in this manuscript.
2.2. Connection to stochastic processes

For the cases in Table 1 we are going to prove the well-posedness of the Feller equation on $C_0(\Omega)$ and the Fokker-Planck equation on $L_1[-1,1]$. Furthermore, we identify the processes $Z_t$ for which

$$P(t)f(x) = \mathbb{E}^x[f(Z_t)]$$

and

$$P^*(t)f = \text{“Probability density function of } Z_t|Z_0 \sim f\text{”}$$

are solutions to the respective differential equations

$$u'(t) = Au(t); \quad u(0) = f \in X.$$  

Here $\mathbb{E}^x$ is the expectation conditioned on $Z_0 = x$, $Z_0 \sim f$ means that $Z_0$ has probability density function $f$, and $A$ is the fractional derivative operator of Table 1.

This is achieved by approximating the generators as well as the processes with ‘finite state’ approximations. These approximations will show that the operators $(A, LR)$ are dissipative which is a key requirement when using the Lumer-Phillips Theorem to show that the corresponding Cauchy problems are well-posed. The Trotter-Kato Theorem together with Theorem 2 then yields the characterizations of the associated stochastic processes, as they are approximated in the Skorokhod topology by their finite state counterparts.

The processes, based on the spectrally positive $\alpha$-stable process $Y_t$, are given in Table 2, where we denote for a process $V_t$,

$$(V_t)^{\text{kill}} = \begin{cases} V_t & t < \inf \{ \tau : V_\tau \not\in [-1,1] \}, \\ \delta & \text{else,} \end{cases}$$

where $\delta$ is a grave yard point, and

$$V_t^{\text{max}} = \sup_{0 \leq \tau \leq t} \{ V_\tau, 1 \} \text{ and } V_t^{\text{min}} = \inf_{0 \leq \tau \leq t} \{ V_\tau, -1 \}.$$  

The time forwarded processes $V^E_t$ are defined using the processes

$$E^E_t = \max \left\{ \tau : \int_0^\tau 1_{\{V_s \geq 1\}}(s) \, ds = t \right\}, \quad E^E_t = \max \left\{ \tau : \int_0^\tau 1_{\{V_s \leq 1\}}(s) \, ds = t \right\}$$

and

$$E^{E,t}_t = \max \left\{ \tau : \int_0^\tau 1_{\{-1 \leq V_s \leq 1\}}(s) \, ds = t \right\}.$$  

We give the following interpretation of the six processes in Table 2:

1. The process is killed as soon as the process leaves $[-1,1]$.

2. The process is killed if it drifts across the left boundary. If it jumps across the right boundary we make a time change and delete the time for which $Y_t$ is to the right of the right boundary (in other words, fast-forward to the time the process is again to the left of the right boundary each time it jumps across the right boundary).

3. Here we make a time change and delete the time for which $Y_t$ is to the left of the left boundary (in other words, fast-forward to the time the process is to the right of the left boundary each time it drifts across the left boundary). This process is killed if it jumps across the right boundary.

4. Here we make a time change and delete the time for which $Y_t$ is to the left of the left boundary or the right of the right boundary.

5. This process is killed if it jumps across the right boundary and reflected at the left boundary.
Table 2: Stochastic processes related to the spectrally positive \( \alpha \)-stable process \( Y_t \) and the generators of the forward and backwards semigroups \( (P^\alpha(t))_{t \geq 0} \) on \( L_1[-1,1] \) and \( (P(t))_{t \geq 0} \) on \( C_0(\Omega) \) respectively.

<table>
<thead>
<tr>
<th>Process ( Z_t )</th>
<th>Forward generator</th>
<th>Backward generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( Z_t = Y_t^{\text{kill}} )</td>
<td>( (\partial_+^\alpha, DD) )</td>
<td>( (\partial_-^\alpha, DD) )</td>
</tr>
<tr>
<td>2. ( Z_t = (Y_t^{E_l})^{\text{kill}} )</td>
<td>( (\partial_+^\alpha, DN) )</td>
<td>( (\partial_-^\alpha, DN) )</td>
</tr>
<tr>
<td>3. ( Z_t = \left(Y_t^{E_l}\right)^{\text{kill}} )</td>
<td>( (\partial_+^\alpha, ND) )</td>
<td>( (\partial_-^\alpha, ND) )</td>
</tr>
<tr>
<td>4. ( Z_t = Y_t^{E_l, r} )</td>
<td>( (\partial_+^\alpha, NN) )</td>
<td>( (\partial_-^\alpha, NN) )</td>
</tr>
<tr>
<td>5. ( Z_t = (Y_t - Y_t^{\text{min}} - 1)^{\text{kill}} )</td>
<td>( (D_+^\alpha, ND) )</td>
<td>( (D_-^\alpha, N^*D) )</td>
</tr>
<tr>
<td>6. ( Z_t = (Y_t - Y_t^{\text{min}} - 1)^{E_l}_t )</td>
<td>( (D_+^\alpha, NN) )</td>
<td>( (D_-^\alpha, N^*N) )</td>
</tr>
</tbody>
</table>

6. This process is reflected at the left boundary and the reflected process is fast forwarded on the right boundary.

Note that for a jump across the right boundary this time change (which was considered on the halfline in e.g. [14, 7]) is equivalent to restarting the process near the right boundary (stochastically reflecting) due to the fact that the infimum process is continuous. However, for a drift across the left boundary this time change is different from reflecting the process on the left boundary as the maximum process is a pure jump process and therefore the time forwarded process will restart inside the domain.

3. Fractional derivative operators with boundary conditions

In this section we show that the fractional derivative operators \( A \) of Table 3 are densely defined, closed, and that \( I - A \) has a dense range for each of the fractional derivative operators \( A \). Furthermore we give a core of the domains consisting of fractional polynomials satisfying the boundary conditions.

3.1. The domain of fractional derivative operators

It is the domain of the operator that captures the boundary conditions. In order to refer to specific operators we denote with \( (A, LR) \) all of the fractional derivative operators (either mixed Caputo or Riemann-Liouville) that have left and right boundary conditions and replace \( A, L, R \) if we need to be more specific. For example, \( (\partial_+^\alpha, N^*R) \) refers to all of the mixed Caputo operators with a Neumann* left boundary condition and any right boundary condition.

Recall that LR refers to the set continuously differentiable functions on \((-1,1)\) that satisfy the respective boundary conditions.

**Definition 3.** The pair \( (A^\pm, LR) \) for any combination of \( L, R \in \{D, N, N^*\} \) boundary conditions is called a fractional derivative operator on

\[
X = L_1[-1,1] \text{ or } X = C_0(\Omega),
\]

if \( A^\pm \in \{\partial_\pm^\alpha, D_\pm^\alpha\} \), \( 1 < \alpha \leq 2 \), with domain of the form

\[
D(A^\pm, LR) = \{f \in X \cap LR : f = I^\alpha_\pm g + ap_\alpha + bp_{\alpha-1} + cp_\alpha, g \in X, g + ap_0 \in X\}
\]

(11)

with \( \eta = 0 \) if \( A^\pm = \partial^\alpha_\pm \), and \( \eta = \alpha - 2 \) if \( A^\pm = D^\alpha_\pm \). Note that \( A^\pm f = g + ap_0 \) for all \( f \) in the respective domain.

For the twelve cases of Table 3 the boundary conditions completely specify the coefficients \( a, b, \) and \( c \).

**Proposition 4.** Consider the fractional derivative operators \( (A, LR) \) of the first column of Table 3. The domains given in Definition 3 are equal to the domains given in Table 4.
Proof. A simple calculation reveals that for each of the operators given in Table 1, the domains $\mathcal{D}(A, LR)$ are a subset of the domains given by (11). For example, for $f \in \mathcal{D}(\partial^\alpha_-, ND)$; i.e. $f = I^\alpha_- g - [I^\alpha_+ g](1)p_{\alpha-1}$ for some $g \in C_0([-1, 1])$, we have to show that $f \in ND$. As $f(1) = 0$ and

$$\partial^{\alpha-1} f(-1) = [\partial^{\alpha-1} I^\alpha_- g - [I^\alpha_+ g](1)p_{\alpha-1}^-](1) = I^\alpha_- g(-1) - I^\alpha_- g(-1) = 0,$$

that is satisfied. Similarly, $f$ satisfies the boundary conditions in all other cases.

On the other hand, for $f$ given in Definition 3 that is, $f = I^\alpha g + ap_\alpha + bp_{\alpha-1} + cp_\eta$, $g \in X$ satisfying LR such that $Af \in X$, we need to show that $f$ belongs to the corresponding domains given explicitly in Table 1.

First, we are going to show that if there is a Dirichlet boundary condition, then we may specify (11) more explicitly by setting $a = 0$. If $X = L_1([-1, 1])$, since $ap_\alpha = I^\alpha (ap_0)$, the term $ap_0$ can just be incorporated into $g \in L_1([-1, 1])$ and thus we may set $a = 0$ without loss of generality. On the other hand, if $X = C_0(\Omega)$, then $g \in C_0(\Omega)$ and $Af = g + ap_0 \in C_0(\Omega)$; in particular, if $g$ has to be zero at one of the endpoints due to the Dirichlet condition so does $Af$, and hence $a = 0$.

For $(A^+, DR)$ and $(\partial^\alpha_+, LD)$, we show that this boundary condition implies that $c = 0$ in (11). We have shown that $a = 0$ and in case of $\lim_{x \to -1} f(x) = 0$, we have $0 = I^{\alpha+1}_+ g(\mp 1) = cp_\eta^+(\mp 1)$. Since $p_{\alpha-1}^\pm(\mp 1) = 0$ and $I^\alpha_+ g(\mp 1) = 0$, this implies that $c = 0$.

For $(A^+, NR)$ and $(\partial^\alpha_+, LN)$, we show that $b = 0$ in (11). The Neumann boundary condition implies that $0 = I^{\alpha+1}_+ g(\mp 1) + a p_{\alpha}^+(\mp 1)$. Thus, since the first two terms are zero, it follows that $b = 0$.

For $(A^+, LD)$ and $(\partial^\alpha_-, DR)$, since $\lim_{x \to -1} f(x) = 0$ and $a = 0$, we have $0 = I^{\alpha+1}_- g(\pm 1) = bp_{\alpha-1}^- (\pm 1) + cp_\eta^- (\pm 1)$ or $bp_{\alpha}^-(\pm 1) + cp_\eta^+(\pm 1) = -I^{\alpha+1}_- g(\pm 1)$.

For $(A^+, LN)$ and $(\partial^\alpha_-, NR)$, observe that the Neumann boundary condition implies that $I^{\alpha+1}_- g(\pm 1) + a p_{\alpha}^- (\pm 1) + b = 0$ or $a p_{\alpha}^- (\pm 1) + b = -I^{\alpha+1}_- g(\pm 1)$.

Hence $a, b$, and $c$ are specified according to Table 1 by considering both the boundary conditions simultaneously for each LR.

**Theorem 5.** The fractional derivative operators $(A, LR)$ given by Proposition 4 are densely defined.

**Proof.** Given $\epsilon > 0$ and $\phi \in X$, for each $(A, LR)$ we need to show that there exists $f_\epsilon \in \mathcal{D}(A, LR)$ such that $\|\phi - f_\epsilon\|_X < \epsilon$. We are first going to show that we can approximate every $\phi \in C_0^\infty(-1, 1)$ function by elements in the domain.

Let $0 < \epsilon < 1$ and define

$$h_\epsilon(x) = \begin{cases} 0, & -1 \leq x \leq 1 - \epsilon, \\ c p_{\alpha+1}^\pm (x - 2 + \epsilon) - (\alpha + 2) p_{\alpha+2}^\pm (x - 2 + \epsilon), & 1 - \epsilon < x \leq 1 \end{cases}$$

and let $h_\epsilon^\pm(x) = h_\epsilon(\pm x)$. Consider

$$f_\epsilon^\pm = \phi + C(\epsilon) h_\epsilon^\pm$$

with ‘+’ if $X = L_1[-1, 1]$ and ‘−’ if $X = C_0(\Omega)$ and $C(\epsilon)$ yet to be determined. As $h_\epsilon(1) = 0$, $f_\epsilon^\pm \in X$ for any $C(\epsilon)$. We have to show that for each case there exist $C(\epsilon)$ such that $f_\epsilon^\pm$ is in the domain and that $C(\epsilon) h_\epsilon^\pm \to 0$.

Observe that $f_\epsilon^+$ satisfies any left boundary condition and $f_\epsilon^-$ any right boundary condition as $f_\epsilon^\pm$ is zero in a neighbourhood of the respective boundary. Furthermore, as $f_\epsilon(-1) = 0$, the mixed Caputo derivative is equal to the Riemann-Liouville derivative and

$$\partial^{\alpha} h_\epsilon(1) = -\frac{\alpha}{2} \partial^{\alpha-1} h_\epsilon(1) = -\frac{\alpha - 1}{6} \epsilon^3, \quad D h_\epsilon(1) = -\frac{1}{\Gamma(\alpha + 2)} \epsilon^{\alpha+1}.$$
This allows us to set the relevant boundary value of \( f \) to zero. For example, to satisfy a right Dirichlet condition for the mixed Caputo operator we set

\[
C(\epsilon) = -\frac{\partial_+^\alpha \phi(1)}{4\epsilon^2}.
\]

Similarly in all the other cases we can find \( C(\epsilon) \) such that \( f^\pm \in \mathcal{D}(A, LR) \) and \( C(\epsilon) = O(\epsilon^{-3}) \). As \(|h_\epsilon(x)| \leq c_{\alpha+2}/\Gamma(\alpha + 2)\) for all \( x \) we see that in all cases \( \phi = 0 \) and hence \( f^\pm \to \phi \).

As \( C_0^\infty(-1, 1) \) is dense in \( L_1[-1, 1] \), the domains of fractional derivative operators are dense in \( L_1[-1, 1] \).

For \( f \in C_0(\Omega) \), consider

\[
g = f - \frac{f(-1) - f(1)}{p_{n+1}^\alpha(-1)} p_{n+1} - f(1) p_0 \in C_0(-1, 1).
\]

Let \( \phi \in C_0^\infty(-1, 1) \) be close to \( g \). Similarly to above we can find \( C(\epsilon) \) such that

\[
f = \phi + f(-1) - f(1) p_{n+1}^\alpha + f(1) p_0 + C(\epsilon) h \in \mathcal{D}(A^-, LR)
\]

is close to \( f \) and hence the domains of the fractional derivative operators are dense in \( C_0(\Omega) \) as well. \( \square \)

### 3.2. The closedness of fractional derivative operators

**Proposition 6.** The operators \((A, LR)\) with at least one Dirichlet boundary condition; i.e., \( LR \in \{DR, LD\}\), are (boundedly) invertible.

**Proof.** For each \((A, LR)\) on \( X \) with \( LR \in \{DR, LD\}\), we show that there is a bounded operator \( B \) on \( X \) such that \( BAf = f \) for all \( f \in \mathcal{D}(A, LR) \), and for all \( g \in X \), \( Bg \in \mathcal{D}(A, LR) \) and \( ABg = g \). Consider the operators \( B : X \to X \) given by \( Bg = I^\alpha g + Bp_{n-1} + cp_n \), \( g \in X \) with \( \eta \) as in Definition \([3]\) for each \((A, LR)\) we take the coefficients \( b \) and \( c \) from Table \([1]\) they depend continuously on \( g \) in \( X \). Then, it is clear that \( Bg \in \mathcal{D}(A, LR) \) in view of Proposition \([3]\) and since \( I^\alpha \) is a bounded linear operator on \( X \), so is \( B \).

By definition, \( ABg = A(I^\alpha g + Bp_{n-1} + cp_n) = g \). To complete the proof, using \((7)\) and \((10)\), we know that

\[
B \partial_\pm^\alpha f = f + (b - \partial_\pm^\alpha f(\mp 1)) p_{n-1}^\alpha + (c - f(\mp 1)) p_0
\]

and

\[
BD_\pm^\alpha f = f + (b - D_\pm^\alpha f(-1)) p_{n-1}^\alpha + (c - D_\pm^\alpha f(-1)) p_{n-2}^\alpha.
\]

Hence, using the conditions on \( b, c \) from Table \([1]\) we see that \( BAf = f \) for all \( f \in \mathcal{D}(A, LR) \) with \( LR \in \{DR, LD\} \), and therefore the operators \((A, LR)\) with at least one Dirichlet boundary condition are invertible. \( \square \)

**Theorem 7.** The fractional derivative operators \((A, LR)\) given by Proposition \([3]\) are closed operators on \( X \).

**Proof.** By Proposition \([6]\) if the domains encode at least one Dirichlet boundary condition, then the operators \((A, LR)\) are invertible and hence closed. Consider the remaining four cases, namely,

\[
\begin{align*}
(\partial_\pm^\alpha, NN) & \text{ on } L_1[-1, 1] \text{ and } C_0[-1, 1] \text{ respectively}, \\
(D_\pm^\alpha, NN) & \text{ on } L_1[-1, 1] \\
(\partial_\pm^\alpha, N^*N) & \text{ on } C_0[-1, 1].
\end{align*}
\]

For each \((A, LR)\) on \( X \) given in \([12]\), we show that if \( \{f_n\} \subset \mathcal{D}(A, LR) \) such that \( f_n \to f \) and \( Af_n \to \phi \) in \( X \), then \( f \in \mathcal{D}(A, LR) \) and \( Af = \phi \). Using Table \([1]\) consider the sequence \( \{f_n\} \in \mathcal{D}(A, LR) \) given by \( f_n = I^\alpha g_n + a_n p_0 + c_n p_n \), \( g_n \in X \), where \( \eta \) is given by Definition \([3]\). Note that for these cases either \( a_n = -I_\pm g_n(\pm 1)/p_{n-1}^\alpha(\pm 1) \) or \( a_n = -I_\pm^\alpha g_n(-1)/p_{n-1}^\alpha(-1) \), and \( Af_n = g_n + a_n p_0 \). Let \( f_n \to f \) and \( Af_n \to g_n + a_n p_0 \to \phi \) in \( X \). Then, since \( I^\alpha \) is bounded, \( I^\alpha (g_n + a_n p_0) = I^\alpha g_n + a_n p_0 \to I^\alpha \phi \). This
implies that \(c_n p_0 = f_n - (I^n g_n + a_n p_n) \to f - I^n \phi \in X\) and thus, there exists \(c\) such that \(c_n \to c\). Hence, \(f = I^n \phi + cp\).

As \(g_n + a_n p_n \to \phi\), in the case of \(a_n = -Ig_n(1)/p_1(1)\) we have that \(I_1 \phi(\pm 1) = 0\), and in the case of \(a_n = -I^{-1}g_n(-1)/p_{n-1}(-1)\) we obtain \(I^{-1} \phi(-1) = 0\). By Proposition 4, \(f \in D(LR)\) and hence the operators \((A, LR)\) given in Definition 3 are closed in \(X\).

3.3. A core for fractional derivative operators

In the following, we refer to \(P = \sum_{n=0}^{N} k_m p_m\) as polynomials (with integer powers) belonging to \(C\); i.e., they might have to be constrained so that \(P\) satisfies Dirichlet boundary conditions. We will repeatedly make use of the Stone-Weierstrass theorem, e.g. [15, Corollary 4.50], stating that the polynomials belonging to \(X\) are dense in \(X\).

**Theorem 8.** The subspace

\[ C(A, LR) = \{ f : f = I^n P + a_n p_n + b_n p_{n-1} + c p, P \in X \text{ polynomial} \} \]  

is a core of the fractional derivative operators \((A, LR)\) given by Proposition 4 if for each polynomial \(P \in X\), \(\eta\) is given in Definition 3 and the coefficients \(a, b, c \in \mathbb{R}\) are given by Table 4.

**Proof.** We need to show that for \(f \in D(A, LR)\) there exists \(n \subset C(A, LR)\) such that \(f_n \to f\) and \(Af_n \to Af\) in \(X\).

Let \(f = I^n g + a_n p_n + b_n p_{n-1} + c p \in D(A, LR)\) and let \(P_n \to g\) with \(P_n = \sum_{m=0}^{N} k_m p_m \in X\). Consider \(f_n = I^n P_n + a_n p_n + b_n p_{n-1} + c p\), as given in Table 4. Note that \(a_n, b_n, c_n\) depend continuously on \(P_n\) in \(X\). If we have at least one Dirichlet boundary condition, then observe that \(a_n = 0\) while \(b_n, c_n\) are either zero or depend continuously on \(P_n\) in \(X\). On the other hand, if there are no Dirichlet boundary conditions then \(b_n = 0\) while \(a_n\) depends continuously on \(P_n\) in \(X\) and since \(c\) is free, we set \(c_n = c\). For \(\nu > 0\), \(I^n\) is bounded, and thus continuous on \(X\), thus \(I^n P_n \to I^n g\) in \(X\) for \(\nu \in \{1, \alpha - 1\}\). Hence, \(f_n \to f\) in \(X\). Moreover, using [10] we have that \(Af_n = P_n + a_n p_0\) and \(Af = g + a_0 p\). Thus, \(Af_n \to Af\) in \(X\) and hence, \(C(A, LR)\) is a core of \((A, LR)\).

3.4. The Range of Fractional Derivative Operators

We now show that for each \((A, LR)\), \(rg(I - A)\) is dense in \(X\) by showing that for each polynomial \(P \in X\) we can construct a function \(\varphi \in D(A, LR)\) such that \((I - A)\varphi = P\). To this end, let \(H_{\alpha, \beta}(x) = (1 + x)^{\alpha} E_{\alpha,\beta}(1 + x)^{\nu}, \alpha > 0, \beta > -1\), where \(E_{\alpha,\beta}\) denotes the standard two parameter Mittag-Leffler function [16]; that is,

\[ H_{\alpha, \beta}(x) = \sum_{n=0}^{\infty} p_{\alpha + \beta}(x), \text{ for } x \in [-1, 1], \alpha > 0, \beta > -1. \]

Note that \(H_{\alpha, \beta} \in L_1[-1, 1]\) and if \(\beta > 0\), \(H_{\alpha, \beta} \in C[-1, 1]\). Moreover, since \(I^n\) is bounded on \(L_1[-1, 1]\) and the first derivative operator \((D, W^{1,1}[-1, 1])\) is closed in \(L_1[-1, 1]\),

\[ I^n \circ H_{\alpha, \beta} = I^n \circ p_{\beta} + I^n \circ H_{\alpha, \beta + \alpha} \]

\[ I^n \circ H_{\alpha, \beta} = I^n \left( \sum_{n=0}^{\infty} p_{n + \alpha + \beta} \right) = \sum_{n=0}^{\infty} p_{n + \alpha + \beta + \nu} = H_{\alpha, \beta + \nu}, \nu > 0, \beta > -1 \]

\[ DH_{\alpha, \beta} = \sum_{n=0}^{\infty} D p_{n + \alpha + \beta} = \sum_{n=0}^{\infty} p_{n + \alpha + \beta - 1} = H_{\alpha, \beta - 1}, \beta > 0. \]
In this section we develop a new method to infer properties of a Feller process by spatially discrete approximations. To prove the main results in Section 2 we show that the operators in Section 3 can
be approximated using dissipative finite volume schemes. These finite volume scheme operators can be identified with generators of finite state Markov processes whose behaviour at the boundary points are easily identified. To exploit the fact that convergence, uniformly for $t \in [0, t_0]$, of Feller semigroups on $C_0(\Omega)$ implies convergence of the processes we show how to turn a $(n)$-state (sub)-Markov process $(X_n^\rho_t)_{t \geq 0} \in \{1, 2, \ldots, n\}$ into a Feller process $(\tilde{X}_n^\rho_t)_{t \geq 0} \in \Omega$ by having parallel copies of the finite state processes whose transition matrices interpolate continuously. The main idea here is to divide the interval $[-1, 1]$ into $n+1$ grids of equal length $h$ so that the (Feller) process can jump between grids only in multiples of $h$. The transition rates for the (Feller) process $(\tilde{X}_n^\rho_t)_{t \geq 0}$ in the interval $[-1 + (i - 1)h, -1 + ih]$ jumping up or down by $jh$ interpolate continuously between the transition rates of the finite state sub-Markov process $(X_n^\rho_t)_{t \geq 0}$ being in state $i - 1$ going to state $(i - 1 + j)$ and the transition rates of being in state $i$ going to state $(i + j)$.

Remark 10. Using embedded Markov chains is of course a well established technique, although it is predominantly used with respect to temporal discretisations. With respect to spatially discrete approximations it has been used in the context of processes with stationary increments (see, for example, [7] [5] where the discrete operator is defined for all $x$ and the continuous embedding is straightforward. What makes our approach new is that the finite volume scheme only gives a transition matrix for selected volumes. Applying the transition matrix to all points within those volumes does not lead to a Feller process due to the influence of the boundary. We solve this problem by continuously interpolating the transition matrices.

In order to properly describe the interpolated transition rates and the resulting generator we start with some notation.

Definition 11. Let $n \in \mathbb{N}$, then we divide the interval $[-1, 1]$ into $n+1$ grids, each of width $h = \frac{2}{n+1}$, such that the first $n$ grids are half open (on the right) while the $(n+1)^{st}$ (last) grid is closed.

- **Grid Number:** Let $\iota : [-1, 1] \rightarrow \{1,2,\ldots,n+1\}$ denote the grid number of $x$,
  \[
  \iota(x) = \left\lfloor \frac{x + 1}{h} \right\rfloor + 1
  \]
  with $\iota(1) = n + 1$ where $\left\lfloor \frac{x+1}{h} \right\rfloor$ denotes the largest integer not greater than $\frac{x+1}{h}$.

- **Location within Grid:** Let $\lambda : [-1, 1] \rightarrow [0, 1]$ denote the location within the grid of $x$ given by
  \[
  \lambda(x) = \frac{x + 1}{h} - (\iota(x) - 1)
  \]
  with $\lambda(1) = 1$.

- **Grid Projection Operator:** Let $L_1([-1,1]; \mathbb{R}^{n+1})$ denote the space of vector-valued integrable functions $\nu : [-1,1] \rightarrow \mathbb{R}^{n+1}$. The projection operator $\Pi_{n+1} : L_1[-1,1] \rightarrow L_1([0,1]; \mathbb{R}^{n+1})$ is defined by
  \[
  (\Pi_{n+1} \nu)_j(\lambda) = \nu((\lambda + j - 1)h - 1), f \in L_1[-1,1],
  \]
  where $\lambda \in [0,1]$ and $j \in \{1,2,\ldots,n+1\}$.

- **Grid Embedding Operator:** The grid embedding operator $\Pi_{n+1}^{-1}$ embeds integrable functions defined on the grids onto $L_1[-1,1]$:
  \[
  (\Pi_{n+1}^{-1} \nu)(x) = \nu_{\iota(x)}(\lambda(x)).
  \]
  Note that we can identify the space of continuous functions $C[-1,1] \subset L_1[-1,1]$ and that $\Pi_{n+1}C[-1,1] = \{v \in C([0,1]; \mathbb{R}^{n+1}) : v_{j+1}(0) = v_j(1) \text{ for } j = 1, \ldots, n\}$ and that $\Pi_{n+1}^{-1}$ defined on the range is a closed and bounded operator on $X$. Moreover,
  \[
  \Pi_{n+1}^{-1} (\Pi_{n+1} \nu) = f, \quad f \in C[-1,1] \text{ and } \Pi_{n+1} (\Pi_{n+1}^{-1} \nu) = v, v \in \mathcal{R}(\Pi_{n+1}).
  \]
Definition 12. Let $G_{n \times n}$ denote a given $n \times n$ transition matrix on $l_{\infty}$. The transition operator $G : C[-1, 1] \to C[-1, 1]$ is given by

$$Gf(x) := \left(\Pi_{n+1}^{-1}(G_{n+1}\Pi_{n+1}f)\right)(x) = [G_{n+1}(\lambda)(\Pi_{n+1}f)(\lambda(x))]_{1(z)},$$

where the $(n + 1) \times (n + 1)$ interpolation matrix $G_{n+1}$ is given by

$$G_{n+1}(\lambda) = \begin{pmatrix}
  g_{1,1} & D^i(\lambda)g_{1,2} & \cdots & D^i(\lambda)g_{1,n} & 0 \\
  N^l(\lambda)g_{2,1} & \vdots & \ddots & \vdots & \vdots \\
  \vdots & (1-\lambda)g_{i-1,j-1} + \lambda g_{i,j} & \ddots & N^r(\lambda)g_{n-1,n} & N^r(\lambda)g_{1,n} \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  N^l(\lambda)g_{n,1} & \vdots & \ddots & D^r(\lambda)g_{n,n-1} & 0 \\
  0 & D^r(\lambda)g_{n,1} & \cdots & D^r(\lambda)g_{n,n-1} & g_{n,n}
\end{pmatrix}, \quad (18)$$

The parameter $\lambda \in [0,1]$, $g_{i,j}$ are the entries of $G_{n \times n}$, and $D^i$, $N^l$, $D^r$, $N^r$ are continuous interpolating functions of the parameter $\lambda$ such that $G_{n+1}(\lambda)$ is also a rate matrix for each $\lambda \in [0,1]$. The interpolating functions are chosen in the following manner depending on the boundary conditions at hand. For DR, $N^l = 1$ and $D^i$ is a continuous function of the parameter $\lambda$ that interpolates from 0 to 1; for other left boundary conditions we set $D^i = 1$ and $N^l$ interpolates from 0 to 1. Similarly, for LD, $N^r = 1$ and $D^r$ interpolates from 1 to 0; for other right boundary conditions on the right we set $D^r = 1$ and $N^r$ interpolates from 1 to 0.

Lemma 13. The transition operator $G$ is a bounded operator on $C_0(\Omega)$.

Proof. The interpolating functions $D^i$, $D^r$, $N^l$ and $N^r$ ensure that the limit $\lim_{t \to x_0} Gf(x) = 0$ for a Dirichlet boundary point $x_0 \in [-1, 1] \setminus \Omega$ as well as the continuity of $Gf$ at each grid point $x = ih - 1, \ 1 \leq i \leq n$.

In view of $(17)$,

$$S(t)f := e^{tG}f = \sum_{j=0}^{\infty} \frac{t^j}{j!} \left(\Pi_{n+1}^{-1}G_{n+1}\Pi_{n+1}\right)^j f = \Pi_{n+1}^{-1}e^{tG_{n+1}}\Pi_{n+1}f.$$

As $\Pi_n^{-1}$ and $\Pi_{n+1}$ are positive contractions, $(S(t))_{t \geq 0}$ is a Feller semigroup if the semigroup $(e^{tG_{n+1}})_{t \geq 0}$ is a positive contraction on $C([0,1]; l_\infty^{n+1})$, which is the case if and only if $G_{n+1}(\lambda)$ generates a positive contraction semigroup on $l_\infty^{n+1}$ for each $\lambda \in [0,1]$; that is, $G_{n+1}(\lambda)$ is a rate matrix whose row sums are non-positive.

In the sequel, for a linear operator $A : \mathcal{D}(A) \subset X \to X$ and a subspace $Y \subset X$, we denote by $A|_Y$, and call it the part of $A$ in $Y$, the maximal operator on $Y$ induced by $A$; that is,

$$\mathcal{D}(A|_Y) = \{y \in Y \cap \mathcal{D}(A) : Ay \in Y\}$$

and $A|_Y \ y = Ay$ for $y \in \mathcal{D}(A|_Y)$.

In applications, one is usually interested in observing the time evolution of the forward semigroup that acts on the space of bounded (complex) Borel measures, $\mathcal{M}_{\mathbb{R}}(\Omega)$. It is well known that $L_1(\Omega)$ is isometrically isomorphic to the closed subspace of $\mathcal{M}_{\mathbb{R}}(\Omega)$ which consists of measures that possess a density. The forward semigroup denoted by $(T(t))_{t \geq 0}$ is the adjoint of $(S(t))_{t \geq 0}$ and the action of the generator $G^*$ of $(T(t))_{t \geq 0}$ can be easily computed for $g \in L_1(\Omega) := L_1[-1,1]$. To this end a simple calculation reveals

$$\int_{-1}^{1} (Gf)(x)g(x) \ dx = \int_{-1}^{1} f(x)(G^*g)(x) \ dx,$$

where $G^*g = \Pi_n^{-1}G^T_{n+1}\Pi_{n+1}g$. Thus, $G^*$ leaves $L_1[-1,1]$ invariant and we have the following proposition.
Proposition 14. The restriction of the adjoint transition operator to \( L_1[-1,1] \) is a bounded linear operator \( L_1[-1,1] \rightarrow L_1[-1,1] \) and hence it is the part \( G^* \) of \( G^* \) in \( L_1[-1,1] \). It is given by

\[
G^* f(x) = (\Pi_{n+1}^{-1} G_{n+1}^T \Pi_{n+1}) f(x) = \left[ G_{n+1}^T (\lambda(x)) (\Pi_{n+1} f(\lambda(x))) \right]_{i(x)}
\]

where \( G_{n+1}^T \) is the transpose of \( G_{n+1} \) given by (18).

Proposition 15. Let \( G_{n \times n} \) be an \( n \times n \) rate matrix with non-negative off-diagonal entries and non-positive row sums. For \( \lambda \in [0,1] \), let the operator \( G \) be as in Definition 12 and assume that the interpolating functions \( D^f, D^r, N^d \) and \( N^r \) are such that \( G_{n+1}(\lambda) \) is a rate matrix for each \( \lambda \in [0,1] \) and \( G \) is a bounded operator on \( C_0(\Omega) \). Then \( G \) generates a Feller semigroup on \( C_0(\Omega) \) and the restriction of \( G^* \) to \( L_1[-1,1] \) generates a strongly continuous positive contraction semigroup on \( L_1[-1,1] \).

Proof. Let \( (S(t))_{t \geq 0} \) denote the semigroup generated by \( G \) and \( (T(t))_{t \geq 0} \) denote the dual semigroup generated by \( G^* \). First, note that \( (S(t))_{t \geq 0} \) is a Feller semigroup on \( C_0(\Omega) \) in view of Lemma 13. Indeed, since \( G \) is a bounded operator, \( (S(t))_{t \geq 0} \) is strongly continuous. The fact that \( G_{n+1}(\lambda) \) is a transition rate matrix with non-positive row sums for each \( \lambda \in [0,1] \) yields the fact \( (S(t))_{t \geq 0} \) is a contraction semigroup. Lastly, positivity follows in view of the linear version of Kamke’s theorem, [19, p. 124]; that is, \( e^{tG_{n+1}} \geq 0 \) if and only if \( g_{i,j} \geq 0 \) for \( i \neq j \). The same argument yields the positivity of \( (T(t))_{t \geq 0} \). Since \( (S(t))_{t \geq 0} \) is a contraction semigroup and for all \( t \geq 0 \), \( \|T(t)\| = \|S(t)\| \), we have that \( (T(t))_{t \geq 0} \) is a contraction semigroup on \( M_2(\Omega) \). Next, note that \( L_1[-1,1] \) is isometrically isomorphic to a closed subspace of \( M_2(\Omega) \). Hence, as \( G^* \), and thus \( (T(t))_{t \geq 0} \) leaves \( L_1[-1,1] \) invariant, the part of \( G^* \) in \( L_1[-1,1] \), which is the restriction of \( G^* \) to \( L_1[-1,1] \) by Proposition 14, is the generator of \( (T(t))_{t \geq 0} \). See [1] p. 43, 61.

The method is now to let \( n \) go to infinity and show convergence of the respective semigroups, which shows convergence of the respective well-understood processes. Note that the interpolated process \( (\tilde{X}^n_t)_{t \geq 0} \) conditioned on \( X^n_0 = jh - 1 \) can be identified with the process \( (X^n_t)_{t \geq 0} \) conditioned on \( X^n_0 = j \). In other words, the interpolation preserves the finite state process associated with the transition rate matrix on the grid points \( jh - 1 \).

5. Grünwald-type approximations and the associated processes

In the following, let \( 1 < \alpha \leq 2, \, n \in \mathbb{N} \) and \( h = \frac{2}{n+\gamma} \). Further, let

\[
\mathcal{G}^\alpha_k = (-1)^k \binom{\alpha}{k}, \quad k \in \mathbb{Z},
\]

denote the Grünwald coefficients, which satisfy the following properties, see [20] for details:

\[
\begin{aligned}
\mathcal{G}^\alpha_{n+1} &= \frac{n+1-\alpha}{n+1} \mathcal{G}^\alpha_n, \quad \mathcal{G}^\alpha_1 = 1, \quad \mathcal{G}^\alpha_{-n} = 0 \quad \text{for} \quad n \in \mathbb{N}, \\
\sum_{n=0}^{\infty} \mathcal{G}^\alpha_n &= 0, \quad \sum_{n=0}^{k} \mathcal{G}^\alpha_n = \mathcal{G}^\alpha_{k-1}, \quad \sum_{n=0}^{k} \mathcal{G}^\alpha_n \mathcal{G}^\alpha_{k-n} = \mathcal{G}^\alpha_{k+Q} \\
\mathcal{G}^\alpha_n &= \frac{n-1-\alpha}{-\alpha} \left( 1 + O(n^{-1}) \right), \quad \text{as} \quad n \to \infty.
\end{aligned}
\]

(19)

In particular, for \( 1 < \alpha \leq 2 \), \( \mathcal{G}^\alpha_1 = -\alpha < 0 \) and \( \mathcal{G}^\alpha_{k \neq 1} \geq 0 \).

The shifted Grünwald formula

\[
D^\alpha_x f(x) = \lim_{h \to 0} A_n f(x) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{k=0}^{\infty} \mathcal{G}^\alpha_k f(x \pm (h - kh))
\]

(20)

15
is well known and studied, see, for example, [21]. The operators \( A_h \) are bounded Fourier multipliers and generate positive bounded contraction semigroups on \( L_1(\mathbb{R}) \) and, by transference principle, on \( C_0(\mathbb{R}) \) [22].

Extending the ideas of the previous section, dividing \( \mathbb{R} \) up into grids of length \( h \) and considering the space of two-sided sequences going to zero at infinity, \( c_0(\mathbb{Z}) \), we define the projection operator \( \Pi : C_0(\mathbb{R}) \to C([0, 1); c_0(\mathbb{Z})) \) via

\[
(\Pi f)_j(\lambda) = f((j + \lambda)h)
\]

where \( j \in \mathbb{Z}, f \in C_0(\mathbb{R}), \) and \( \lambda \in [0, 1) \). Then

\[
A_h f = \Pi^{-1} G_h \Pi f
\]

with

\[
G_h = \frac{1}{h^\alpha} 
\begin{pmatrix}
G_1^\alpha & G_2^\alpha & \cdots & G_{n-1}^\alpha & G_n^\alpha \\
G_0^\alpha & G_1^\alpha & \cdots & G_{n-2}^\alpha & G_{n-1}^\alpha \\
0 & G_0^\alpha & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & G_0^\alpha & G_1^\alpha & \cdots \\
\end{pmatrix}
\]

Note that the entries of \( G_h \) are negative on the main diagonal and positive everywhere else and that the row sums and column sums add to zero; i.e., \( G_h \) is a transition rate matrix on \( h\mathbb{Z} \), perfectly describing the stochastic processes \( X^h_t \) with generators \( A_h \). In particular, if \( X^h_0 = (j + \lambda)h \), then \( X^h_t \in \lambda h + h\mathbb{Z} \) for all \( t \geq 0 \). We call this process the Grünwald process.

Restricting this process to a finite domain is at the heart of this article. Philosophically, boundary conditions should only influence the process at the boundary; i.e., if the process moves across a boundary, it can be restarted somewhere (or killed). We will therefore restrict ourselves to finite state processes with transition rate matrix being the central square of \( G_h \), where we can modify the first and last row and column to suit a particular boundary condition.

For the six cases of Table 2; i.e., killing, fast-forwarding, or reflecting at the boundary, we modify the countable state transition matrix such that the resulting finite state process is obtained by killing, fast-forwarding, or reflecting at the respective boundary. Recall that the entry \( g_{i,j} \) represents the rate at which particles move from state \( i \) to state \( j \).

(DD) For the process to be killed at either boundary, nothing needs to be changed in the central square of \( G_h \) to get \( G_{DD}^{n \times n} \):

\[
G_{DD}^{n \times n} = \frac{1}{h^\alpha} 
\begin{pmatrix}
G_1^\alpha & G_2^\alpha & \cdots & G_{n-1}^\alpha & G_n^\alpha \\
G_0^\alpha & G_1^\alpha & \cdots & G_{n-2}^\alpha & G_{n-1}^\alpha \\
0 & G_0^\alpha & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & G_0^\alpha & G_1^\alpha & \cdots \\
\end{pmatrix}
\]

This is because killing doesn’t change the rate at which particles leave a state or jump to a certain state. It only changes the states available.

(N*N) Restarting at the left and right boundary if it is crossed respectively (called reflecting in probability theory) necessitates that we change the first element and the last row. The only particles that jump across the left boundary are the ones that \( X^h_t \) would move from state one to state zero. These particles
are now restarted in state one, reducing the rate of particles leaving state one by the rate at which particles would have moved to state zero; i.e.,

$$g_{1,1}^{N\leftarrow R} = G_1^\alpha + G_0^\alpha = G_1^\alpha - 1.$$

On the right boundary we need to collect all the particles that would have jumped from a state to a state beyond the right boundary and add them to the rate at which particles arrive from that state; i.e.,

$$g_{n,1}^{LN} = G_{n+1}^\alpha + \sum_{k=n+2}^{\infty} G_k^\alpha = -G_{n-1}^\alpha$$

resulting in

$$G_{n\times n}^{N\leftarrow N} = \frac{1}{h^\alpha} \begin{pmatrix}
G_1^\alpha & G_2^\alpha & \cdots & G_{n-1}^\alpha & -G_{n-1}^\alpha \\
G_0^\alpha & G_1^\alpha & \cdots & G_{n-2}^\alpha & -G_{n-2}^\alpha \\
0 & G_0^\alpha & \cdots & \vdots & \vdots \\
\vdots & \ddots & \ddots & G_1^\alpha & -G_{n-1}^\alpha \\
0 & \cdots & 0 & G_0^\alpha & -G_{n-1}^\alpha
\end{pmatrix}.$$  

In particular, note that the row sums are all zero, showing that the process is conservative.

(NR) Lastly we model the case where particles that move across the left boundary are immediately restarted at the place of first re-entry (fast-forward). Theorem 17 below shows that the probability of restarting in state \(j\) is given by \(-G_j^{\alpha-1}\) and as the rate of moving from state one to state zero is \(\frac{1}{h^\alpha} G_0^\alpha = 1/h^\alpha\),

$$g_{1,j}^{NR} = G_j^\alpha - G_j^{\alpha-1} = -G_j^{\alpha-1},$$

resulting in, for example,

$$G_{n\times n}^{N\leftarrow N} = \frac{1}{h^\alpha} \begin{pmatrix}
-G_0^\alpha & -G_1^\alpha & \cdots & -G_{n-1}^\alpha & G_{n-2}^\alpha \\
G_0^\alpha & G_1^\alpha & \cdots & G_{n-2}^\alpha & -G_{n-2}^\alpha \\
0 & G_0^\alpha & \cdots & \vdots & \vdots \\
\vdots & \ddots & \ddots & G_1^\alpha & -G_{n-1}^\alpha \\
0 & \cdots & 0 & G_0^\alpha & -G_{n-1}^\alpha
\end{pmatrix}.$$  

Other combinations of boundary conditions are defined analogously and summarised in Table 4 using the generic matrix

$$G_{n\times n}^{LR} = \frac{1}{h^\alpha} \begin{pmatrix}
b_l^1 & b_l^2 & \cdots & b_l^{n-1} & b_l^n \\
G_0^\alpha & G_1^\alpha & \cdots & G_{n-2}^\alpha & b_{n-1}^\alpha \\
0 & G_0^\alpha & \cdots & \vdots & \vdots \\
\vdots & \ddots & \ddots & G_1^\alpha & b_{n-1}^\alpha \\
0 & \cdots & 0 & G_0^\alpha & b_{n-1}^\alpha
\end{pmatrix}.$$  

Armed with the transition rate matrices for the finite state processes we build the interpolation matrices introduced in \([18]\). That is, we need to define the functions \(D_{l,r}^{\alpha}\) and \(N_{l,r}\) for the respective six cases and we choose them according to Table 4 to obtain the interpolation matrices

$$G_{n+1}^{LR}(\lambda) = \frac{1}{h^\alpha} \begin{pmatrix}
b_l^1 & D_l^\alpha b_2^1 & \cdots & b_l^{n-1} & b_l^n \\
N_l^\alpha G_0^\alpha & \lambda G_1^\alpha + \lambda' b_1^\alpha & \cdots & \lambda b_{n-1}^\alpha + \lambda' b_{n-1}^\alpha & N_r^\alpha (\lambda) b_n \\
0 & G_0^\alpha & \cdots & G_{n-3}^\alpha & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & G_0^\alpha & \lambda b_l^2 + \lambda' G_1^\alpha & N_r^\alpha (\lambda) b_{n-1}^\alpha \\
0 & \cdots & 0 & G_0^\alpha & D_r^\alpha G_0^\alpha
\end{pmatrix}.$$  

(21)
By the Abelian Theorem for Laplace transforms [24, Thm 4.1.2] the steady state of the stopped process with \( \lambda \) operators \( G \) operators

$$
\text{Theorem 16.} \quad \text{The resolvent of } G_{\text{stop}} \text{ evaluated at } \tilde{e}_0 \text{ is given by}
$$

$$
\left( (\lambda I - G_{\text{stop}})^{-1} \tilde{e}_0 \right)_n = \begin{cases} 
\frac{e^{(n-1)\psi^{-1}(\lambda)}}{\lambda} & n \leq 0 \\
\frac{\sum_{k=0}^{n} G_{k+1}^{\alpha} e^{-(k+n+1)\psi^{-1}(\lambda)}}{\lambda} & n > 0
\end{cases}
$$

where

$$
\psi(\lambda) = e^{\lambda}(1 - e^{-\lambda})^\alpha = e^{\lambda} \sum_{k=0}^{\infty} (-1)^k \frac{\alpha}{k} e^{-\lambda k} = \sum_{k=0}^{\infty} G_k^{\alpha}(1-k)\lambda.
$$
Proof. First we show that \( \psi \) is invertible by showing that it is increasing for \( \lambda > 0 \). This follows from

\[
\psi'(\lambda) = (1 - e^{-\lambda})^{\alpha - 1} (e^{\lambda} - 1 + \alpha) > 0.
\]

Next we apply \( \lambda I - G_{\text{stop}}^* \) to our resolvent candidate and show that the result is indeed \( \vec{e}_0 \). Let \( y \) be given by \( (25) \). For \( n \leq -1 \),

\[
\begin{align*}
(\lambda I - G_{\text{stop}}^*) y_n &= \lambda e^{(n-1)\psi^{-1}(\lambda)} - \sum_{k=0}^{\infty} G_k^* e^{(n-k)\psi^{-1}(\lambda)} \\
&= \lambda e^{(n-1)\psi^{-1}(\lambda)} - e^{(n-1)\psi^{-1}(\lambda)} \sum_{k=0}^{\infty} G_k^* e^{(1-k)\psi^{-1}(\lambda)} \\
&= \lambda e^{(n-1)\psi^{-1}(\lambda)} - e^{(n-1)\psi^{-1}(\lambda)} \psi^{-1}(\psi^{-1}(\lambda)) + 1 \\
&= 0. \tag{26}
\end{align*}
\]

For \( n = 0 \),

\[
\begin{align*}
(\lambda I - G_{\text{stop}}^*) y_0 &= \lambda e^{-\psi^{-1}(\lambda)} - \sum_{k=1}^{\infty} G_k^* e^{-k\psi^{-1}(\lambda)} \\
&= \lambda e^{-\psi^{-1}(\lambda)} - e^{-\psi^{-1}(\lambda)} \sum_{k=0}^{\infty} G_k^* e^{(1-k)\psi^{-1}(\lambda)} + G_0^* \\
&= \lambda e^{-\psi^{-1}(\lambda)} - e^{-\psi^{-1}(\lambda)} \psi^{-1}(\psi^{-1}(\lambda)) + 1 \\
&= 1. \tag{27}
\end{align*}
\]

For \( n \geq 1 \), \( ((\lambda I - G_{\text{stop}}^*) y)_n = 0 \) by the definition of \( G_{\text{stop}}^* \). Hence \( (\lambda I - G_{\text{stop}}^*) y = \vec{e}_0 \) and therefore \( (\lambda I - G_{\text{stop}}^*)^{-1} \vec{e}_0 = y \).

\[
\lim_{\lambda \to 0} \lambda (\lambda - G_{\text{stop}}^*)^{-1} \vec{e}_0 = \vec{z},
\]

where \( z_i = 0 \) for \( i \leq 0 \) and \( z_i = -G_i^{\alpha-1} \) for \( i > 0 \).

Proof. As \( \lambda \to 0 \), \( \psi^{-1}(\lambda) \to 0 \) and hence

\[
(\lambda R(\lambda, G_{\text{stop}}^*) \vec{e}_0)_n \to 0
\]

for all \( n \leq 0 \). For \( n > 0 \),

\[
(\lambda R(\lambda, G_{\text{stop}}^*) \vec{e}_0)_n \to \sum_{k=n}^{\infty} G_k^* = -G_n^{\alpha-1}.
\]

\[
6. \text{Convergence of the semigroups and processes}
\]

In this section we use the Trotter-Kato Theorem to show convergence of the semigroups generated by the transition operators \( G_{\text{LR}}^{\alpha-h} \) based on the interpolation matrices defined in Table 4. This will imply convergence of the associated stochastic processes \( X^h_t \). As the processes \( X^h_t \) started at a grid point correspond to the modified Grünwald process according to Table 2 and the modifications are continuous with respect to the Skorokhod metric for almost all sample paths, the limit processes are the processes of Table 2.

First we ensure that the transition operators in \( (26) \) and \( (24) \) are indeed suitable.
Lemma 18. The transition operators $G_{\pm h}^{LR}$ defined in (23) and (24) via Table 4 are generators of positive strongly continuous contraction semigroups on $C_0(\Omega)$ (i.e., Feller semigroups) or on $L_1[-1,1]$, respectively.

Proof. In view of Proposition 15 all we have to show is that the interpolation matrices $G_{n+1}^{LR}(\lambda)$ of (22) are rate matrices; i.e., that for each $\lambda$ the row sums are not positive. This is straightforward for each row, except maybe the second row which adds to

$$S_2^{LR} = N^i(\lambda)G_0^\alpha + \lambda \sum_{k=1}^{n-2} G_k^\alpha + \lambda b_{n-1}^r + (1-\lambda) \sum_{k=1}^{n-1} b_k^l + N^r(\lambda)b_n.$$  

In case of (LD) substituting $b_n$ and $b_n^r$ from Table 4 this simplifies to

$$S_2^{LD} = N^i(\lambda)G_0^\alpha + \lambda \sum_{k=1}^{n-1} G_k^\alpha + (1-\lambda) \sum_{k=1}^{n-1} b_k^l + b_n^r$$

which further reduces for (ND) to

$$S_2^{ND} = \lambda \sum_{k=0}^{n-1} G_k^\alpha - (1-\lambda) \sum_{k=1}^{n-1} G_{k-1}^\alpha - G_{n-1}^\alpha = -(1-\lambda)G_{n-1}^{\alpha-2} < 0$$

and it is easily verified that for the other two left boundary conditions $S_2 < 0$ as well.

In case of (LN) the second row simplifies to

$$S_2^{LN} = N^i(\lambda)G_0^\alpha + \lambda \sum_{k=1}^{n-2} G_k^\alpha - \lambda G_{n-2}^{\alpha-1} - (1-\lambda)b_0^l = 0.$$  

Therefore $G_{n+1}(\lambda)$ is a rate matrix for all $0 \leq \lambda \leq 1$ and by Proposition 13 the proof is complete. \qed

Next we show that the operators converge; i.e. that $G_{\pm h}^{-} \to (A^-\text{, LR})$ and $G_{\pm h}^{+} \to (A^+\text{, LR})$ for the twelve cases in Table 7. In particular, we show that for each $f \in D(A\text{, LR})$ there exists $f_h$ such that $f_h \to f$ and $G_{\pm h}^{LR}f_h \to A\pm f$.

Proposition 19. Let $(A\text{, LR})$ be one of the operators of Table 7 with domain $D(A\text{, LR})$. For each $f \in D(A\text{, LR})$ there exists $f_h \in X$ such that $f_h \to f$ and $G_{\pm h}^{LR}f_h \to Af$ if $X = C_0(\Omega)$ or $G_{\pm h}^{LR}f_h \to Af$ if $X = L_1[-1,1]$.

Proof. Note that is is enough to show this property for each element in the core $C(A\text{, LR})$ given by (13). As $G_{h}^{LR\beta}f_h$ for $\beta \in \{\alpha, \alpha - 1, \alpha - 2\}$ does not converge in general we give an explicit sequence for each of the twelve cases. See Section 3 for details. \qed

Theorem 20 (Trotter-Kato type approximation theorem). The operators of Table 7 generate positive, strongly continuous, contraction semigroups on $X$. Moreover, the semigroups generated by $G_{\pm h}^{LR}$ converge strongly (and uniformly for $t \in [0,t_0]$) to the semigroup generated by $(A^-\text{, LR})$ on $C_0(\Omega)$ and the semigroups generated by $G_{\pm h}^{LR}$ converge strongly (and uniformly for $t \in [0,t_0]$) to the semigroup generated by $(A^+\text{, LR})$ on $L_1[-1,1]$.

Proof. By Proposition 19 for each $f \in D(A\text{, LR})$ there exist sequences $\{f_h\} \subset C_0(\Omega)$ and $\{f_h\} \subset L_1[0,1]$ such that $f_h \to f$ and $G_{h}^{LR}f_h \to Af$ in the respective norms. In view of Lemma 18 $G_{h}^{LR}$ are dissipative; that is, $\|(\lambda - G_{h}^{LR})f_h\| \geq \lambda\|f_h\|$ for all $f_h \in X$ and all $\lambda > 0$. Thus, as $h \to 0$, in view of Proposition 19 we have $\|(\lambda - A)f\| \geq \lambda\|f\|$ for all $f \in D(A\text{, LR})$ in the respective X-norms and hence $(A\text{, LR})$ are dissipative. Furthermore, in view of Theorems 5, 7, and 8 $(A\text{, LR})$ are densely defined closed operators with dense $rg(\lambda - A)$. Hence, the operators $(A\text{, LR})$ generate strongly continuous contraction semigroups as a consequence of the Lumer-Phillips Theorem. The second statement and the positivity of the semigroups generated by $(A\text{, LR})$ follow using the Trotter-Kato Theorem in view of Proposition 19 and Lemma 18. \qed
Corollary 21. Let \((A^+, LR)\) on \(L_1[-1, 1]\) and \((A^-, LR)\) on \(C_0(\Omega)\) be as in Table I. Then, \((A^-, LR) = (A^+, LR)^\dagger\) and \((A^+, LR) = (A^-, LR)^\dagger\) on \(L_1[-1, 1]\).

Recall that for a linear operator \(A : D(A) \subset X \to X\) and a subspace \(Y \subset X\), we denote by \(A\big|_Y\) the part of \(A\) in \(Y\).

Proof. Given the explicit representation of the respective domains we first show that the operators satisfy \((A^\pm, LR) \subset (A^\pm, LR)^\ast\); i.e. we show that for \(\phi_1 \in D(A^+, LR)\) and \(\phi_0 \in D(A^-, LR)\),

\[\Delta := \int_{-1}^{1} \phi_0(x)A^+\phi_1(x)\,dx - \int_{-1}^{1} \phi_1(x)A^-\phi_0(x)\,dx = 0.\]

Let

\[\phi_0 = I^\alpha_0 g_0 + a_0p^-_0 + b_0p^-_1 + c_0p_0 \in D(A^-, LR)\]

and

\[\phi_1 = I^\alpha_1 g_1 + a_1p^+_1 + b_1p^+_2 + c_1p^+_2 \in D(A^+, LR)\]

for one of the six cases of Table I. As \(\int_{-1}^{1} fI^\alpha_0 g = \int_{-1}^{1} gI^\alpha f\) and \(\int_{-1}^{1} p^\pm f = I^\alpha_{+1} f(\mp 1)\),

\[\Delta = \int_{-1}^{1} \phi_0(x)(g_1(x) + a_1) - \phi_1(x)(g_0(x) + a_0)\,dx\]

\[= \int_{-1}^{1} (I^\alpha_0 g_0 + a_0p^-_0 + b_0p^-_1 + c_0p_0)a_1\,dx\]

\[- \int_{-1}^{1} (I^\alpha_1 g_1 + a_1p^+_1 + b_1p^+_2 + c_1p^+_2)a_0\,dx\]

\[+ \int_{-1}^{1} (a_0p^-_0 + b_0p^-_1 + c_0p_0)g_1(x) - (a_1p^+_1 + b_1p^+_2 + c_1p^+_2)g_0(x)\,dx\]

\[= a_1I^\alpha_{+1} g_0(-1) - a_0I^\alpha_{+1} g_1(1) + b_0a_1p^-_0(-1) - b_1a_0p^-_1(1) + c_0a_1p^+_1(-1)\]

\[- c_1a_0p^-_{n+1}(1) + a_0I^\alpha_{+1} g_1(1) + b_0I^\alpha_0 g_1(1) + c_0I g_1(1)\]

\[- a_1I^\alpha_{+1} g_0(-1) - b_1I^\alpha_0 g_0(-1) - c_1I^\alpha_{+1} g_0(-1)\]

\[= b_0 \left( I^\alpha_0 g_1(1) + a_1p^-_0(-1) \right) + c_0 \left( I g_1(1) + p^-_1(-1)a_1 \right)\]

\[- b_1 \left( I^\alpha_0 g_0(-1) + a_0p^-_1(1) \right) - c_1 \left( I^\alpha_{+1} g_0(-1) + a_0p^-_{n+1}(1) \right)\].

Then for each of the six cases of Table I one can verify that \(\Delta = 0\). Thus, \((A^-, LR) \subset (A^+, LR)^\ast\) and \((A^+, LR) \subset (A^-, LR)^\ast\).

As a consequence,

\[I - (A^-, LR) \subset (I - (A^+, LR)^\ast)\big|_{C_0(\Omega)}\]

and

\[I - (A^+, LR) \subset (I - (A^-, LR)^\ast)\big|_{L_1[-1, 1]}\]

where the identity operator on the respective spaces is denoted by \(I\). Moreover, in view of Theorem 20 the operators \((A^+, LR)\) and \((A^-, LR)\) generate strongly continuous semigroups on \(L_1[-1, 1]\) and \(C_0(\Omega)\), respectively. Therefore, in particular, \(1 \in \rho((A^+, LR))\) and \(1 \in \rho((A^-, LR))\). Thus, \(I - (A^-, LR)\) is surjective.
and \( I - (A^+, \text{LR})^* \) is injective where the latter implies that \( (I - (A^+, \text{LR})^*) \big|_{L_1[-1,1]} \) is also injective. This yields
\[
I - (A^-, \text{LR}) = (I - (A^+, \text{LR})^*) \big|_{C_0(\Omega)}
\]
since if operators \( T, S \) are such that \( T \subset S \), \( T \) is surjective and \( S \) is injective, then \( T = S \). Hence,
\[
(A^-, \text{LR}) = (A^+, \text{LR})^* \big|_{C_0(\Omega)}.
\]
A similar argument holds for the pair, \((A^+, \text{LR}) \) and \((A^-, \text{LR})^* \big|_{L_1[-1,1]} \).

**Corollary 22.** The stochastic processes \((X^h)_{t \geq 0}^\text{LR}\) with generators \(G^\text{LR}_h\) converge weakly with respect to the Skorokhod topology to the limit processes whose (backwards) generators are the fractional derivative operators \((A^-, \text{LR})\) of Table 2. Furthermore, these limit processes are the processes \((Z_t)_{t \geq 0}^\text{LR}\) of Table 3.

**Proof.** Theorem 20, Corollary 21 and \[2, p. 331, \text{Theorem 17.25}\] show that the stochastic processes \((X^h)_{t \geq 0}^\text{LR}\) with generators \(G^\text{LR}_h\) converge in the Skorokhod topology to the processes associated with the fractional derivative operators \((A^-, \text{LR})\) of Table 1. It remains to show that these processes are actually the processes \((Z_t)_{t \geq 0}^\text{LR}\) obtained by modifying the process via killing, restarting, or fast-forwarding at the respective boundaries. Note that these modifications (via supremum, infimum, integrals, etc) are continuous mappings in the Skorokhod metric for almost all sample paths. We know from \[22\] that on \( \mathbb{R} \) the discrete Grünwald process converges weakly w.r.t. the Skorokhod topology to the stable process and hence these modifications of the discrete Grünwald process will converge to the modification of the stable process. For each starting point \( x \in \Omega \cap Q \) there exists \( h^\tau \) such that \( x \) is a grid point for all grids \( h^\tau / n \). We showed in Section 5 that \((X^h)_{t \geq 0}^\text{LR}\) starting at \( X^0 \) is the same process as the discrete modified Grünwald process starting at \( x \). Hence the limit process is the limit of the modified Grünwald process started at \( x \in \Omega \cap Q \). Since these processes are Feller, this now also holds for all \( x \in \Omega \) and therefore the limit processes are indeed the modified stable processes.

**7. Proof of Proposition 19**

We begin with the necessary preparations for the proof. For polynomials \( P = \sum_{m=0}^N k_m p_m^\text{LR} \in X^\text{LR} \), let
\[
\mathcal{P} = \begin{cases} 
I^\text{LR}_nP, & \text{if } X = L_1[-1,1], \\
I^\text{LR}_n(P - P(1)p_0), & \text{if } X = C_0(\Omega). 
\end{cases}
\] (29)

Without loss of generality we consider the core
\[
\mathcal{C}(A, \text{LR}) = \{ f : f = \mathcal{P} + ap_\alpha + bp_\alpha - 1 + cp_q \},
\]
where \( a, b, \) and \( c \) are given in Tables 6 and 7. As \( G^\text{LR}_h \) for relevant \( \beta \in \{ \alpha, \alpha - 1, \alpha - 2, 0 \} \) does not converge to zero in the respective norms, we need to approximate these functions with functions tailored to \( G^\text{LR}_h \).

**Definition 23.** The approximate power functions are given by
\[
\vartheta^\beta_h(x) = h^\beta \left( (1 - \theta(\lambda)) \vartheta^{\beta - 1}_h(x) - \theta(\lambda)G^{\beta - 1}_h \right), \quad \text{if } \iota(x) \neq 1,
\] (30)

where \( \tau, \theta, \) and \( \vartheta^\beta_h(x) \) for \( \iota(x) = 1 \) are given in Table 5 for each \( \beta \). We then define the space specific functions (‘+’ if \( X = L_1[-1,1] \) and ‘-’ if \( X = C_0(\Omega) \) ) via
\[
\vartheta^\beta_{\pm h}(x) = \vartheta^\beta_h(\pm x).
\]

For each \( f \in \mathcal{C}(A, \text{LR}) \) we construct functions \( f_h \) that converge to \( f \) as well as \( G^\text{LR}_h f_h \rightarrow A^\pm f \), where \( f_h \) are of the form
\[
f_h = \mathcal{P} + a_h \vartheta^\alpha_h + b_h \vartheta^\alpha_h - 1 + c_h \vartheta^\alpha_h + c^\text{LR}_h,
\] (31)

which are listed alongside in the third column of Tables 6 and 7. The functions \( c^\text{LR}_h \) are the terms involving \( \lambda_{n+1} \) or \( (1 - \lambda_1) \) and converge to zero in the respective norms and help cancelling out specific error terms.
\[ L_1[-1,1] \quad C_{\Omega}(\Omega) \]

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( L_1[-1,1] )</th>
<th>( C_{\Omega}(\Omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>( \theta(\lambda) = 1, \tau = 1 )</td>
<td>( \theta(\lambda) = \lambda, \tau = 1 )</td>
</tr>
<tr>
<td>( \varphi^\alpha_k(x) = -h^\alpha \mathcal{G}_{0}^{\alpha-1} ), if ( \iota(x) = 1 )</td>
<td>( \varphi^\alpha_k(x) = -h^\alpha \mathcal{G}_{0}^{\alpha-1} ), if ( \iota(x) = 1 )</td>
<td></td>
</tr>
<tr>
<td>( \varphi^\alpha_{h-1}(x) = \frac{h^\alpha x}{\lambda} \mathcal{G}<em>{0}^{\alpha} + \lambda \mathcal{G}</em>{0}^{\alpha-1} ), if ( \iota(x) = 1 )</td>
<td>( \varphi^\alpha_{h-1}(x) = h^\alpha \mathcal{G}<em>{0}^{-1} \lambda \mathcal{G}</em>{0}^{-\alpha} ), if ( \iota(x) = 1 )</td>
<td></td>
</tr>
<tr>
<td>( \theta(\lambda) = 1, \tau = 0 )</td>
<td>( \theta(\lambda) = 1, \tau = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \varphi^\alpha_{h-1}(x) = \lambda \mathcal{G}_{0}^{-1} ), if ( \iota(x) = 1 )</td>
<td>( \varphi^\alpha_{h-1}(x) = \mathcal{G}_{0}^{-1} ), if ( \iota(x) = 1 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha - 2 )</td>
<td>( \varphi^\alpha_{h-2}(x) = h^\alpha \theta(\lambda) \mathcal{G}_{0}^{\alpha+1} ), if ( \iota(x) = 1 )</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Approximate power functions on \( X \).

\[
X = L_1[-1,1] \quad \text{and} \quad P = I^\alpha P, \ P \in L_1[-1,1] \quad \text{polynomial}
\]

\[
\begin{align*}
(A^+, \text{LR}) & \quad f \in C(A^+, \text{LR}) \quad f_h \in L_1[-1,1] \\
(\partial_\alpha^+, \text{DD}) & \quad P - \frac{p(1)}{p_{-1}^\alpha} p^\alpha_{-1} - \frac{p(1)}{p_{-1}^\alpha} p^\alpha_{+h} \\
(\partial_\alpha^+, \text{DN}) & \quad P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha - (P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1}) (1 - \lambda_{n+1}) \\
(\partial_\alpha^+, \text{NN}) & \quad P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1} + c p_0 - (P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1}) (1 - \lambda_{n+1}) + c \varphi^0_{-h} \\
(D^+, \text{NN}) & \quad P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1} - (P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1}) (1 - \lambda_{n+1}) + c \varphi^0_{h-2} \\
(D^+, \text{NN}) & \quad P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1} - (P - \frac{\partial_\alpha^+}{p_{-1}^\alpha} p^\alpha_{-1}) (1 - \lambda_{n+1}) + c \varphi^0_{h-2} \\
\end{align*}
\]

Table 6: Functions \( f_h \in L_1[-1,1] \) with \( \lambda_{n+1} = \lambda \) if \( \iota(x) = n + 1 \), and 0 otherwise.

**Lemma 24.** The approximate power functions \( \varphi^\alpha_k \), \( \varphi^\alpha_{-1} \) and \( \varphi^0_h \) converge to \( p_\alpha \), \( p_{\alpha-1} \) and \( p_0 \), respectively in the \( X \)-norm and \( \varphi^\alpha_{h-2} \) converge to \( p_{\alpha-2} \) in \( L_1[-1,1] \)-norm. In particular, \( f_h \to f \) for all \( f \in C(A, \text{LR}) \) and corresponding \( f_h \) in Tables 5 and 7. Furthermore,

\[
G_{b_h}^\beta \varphi^\beta_{1,h}(x) = 0
\]

(32)

for \( \iota( \pm x ) < n \) and all relevant combinations of \( \beta \in \{ \alpha - 1, 0, \alpha - 2 \} \) and boundary conditions given by Table 7 respectively. Finally,

\[
G_{b_h}^\alpha \varphi^\alpha_{h}(x) = 1, G_{b_h}^{\alpha-1} \varphi^\alpha_{h}(x) = 1
\]

(33)

for \( \iota( -x ) < n \) and

\[
\lim_{h \to 0} \int_{-1}^{1} \left[ G_{b_h}^{\alpha,n+1} \varphi^\alpha_{h}(x) - 1 \right] dx = 0.
\]

(34)

**Proof.** On a fixed grid point \( x = kh \), using \( 19 \) observe that

\[
\varphi^\beta_{h}(kh - 1) = h^\beta G_{k-1}^{-\beta-1} = \frac{(k-1)^\beta}{\Gamma(\beta + 1)} \left[ 1 + O((k-1)^{-1}) \right] = p_\beta(kh) + O(h).
\]

As \( \varphi^\beta_{h} \) is interpolating between the grid points the total error converges to zero as well.

The functions \( \varphi^\beta_{1,h} \) were designed, using \( 19 \), such that \( 32, 53, \) and \( 34 \) hold. \( \square \)

It remains to be shown that \( G_{b_h}^\alpha P \) converges on \( \{ x : \iota( \pm x ) < n \} \) and that we have convergence of \( G_{b_h}^\alpha P \) to \( P + a p_0 \) on \( \{ x : \iota( \pm x ) \geq n \} \) as well. It follows from \cite[Theorem 5.1]{22} (see, also, \cite[Proposition 4.9]{23}) that the shifted Grünwald approximation formula

\[
A_{b_h,q}^\alpha P(x) = \frac{1}{h^\alpha} \sum_{k=0}^{N} G_k^\beta p_\beta(k - q)h \to p_\alpha^+(x),
\]

(35)
converges on $C_0(\Omega)$ for $\beta > \alpha$, and in $L_1[-1,1]$ for $\beta > \alpha - 1$. Here we can take $N = \iota(\pm(x + ph)) - 1$ as $p_{\alpha}^{1/2}(x) = 0$ for $x < -1$.

**Lemma 25.** In case of $X = C_0(\Omega)$,
\[
\sup_{x: \iota(-x) < n} \left| G_{-h}^{LR} P(x) - P(x) + P(1) \right| \rightarrow 0
\]
and in case of $X = L_1[-1,1]$, 
\[
\int_{-1}^{1-2h} \left| G_{+h}^{LR} P(x) - P(x) \right| \, dx \rightarrow 0.
\]

**Proof.** This follows from the shifted Grünwald formula (35) and the fact that $P(x) = O(h^{\alpha_1})$ for $\iota(-x) \leq 2$ and $X = C_0(\Omega)$, and $P(x) = O(h^\alpha)$ for $\iota(x) \leq 2$ and $X = L_1[-1,1]$.

To be able to show convergence on the last two grids $\iota(\pm x) \geq n$, we use the boundary conditions to compensate for the deviation from the Grünwald formula of the interpolation matrix.

**Lemma 26.** In all cases of Tables 4 and 7 for $f \in C(A^+, \text{LR})$ or $f \in C(A^-, \text{LR})$,
\[
\int_{1-2h}^{1} \left| G_{+h}^{LR} f_h(x) - A^+ f(x) \right| \, dx \rightarrow 0 \text{ or } \sup_{x \in [-1-2h, 1]} \left| G_{-h}^{LR} f_h(x) - A^- f(x) \right| \rightarrow 0
\]
respectively.

**Proof.** To obtain the approximate values of appropriate order of $G_{\pm h}^{LR} p$ and of $G_{\pm h}^{LR} \omega_\beta$ on $\{x : \iota(\pm x) \geq n\}$ given in Tables 8 and 9 we use the definition of $G_{\pm h}^{LR}$, the Grünwald formula, properties of the Grünwald weights, and the Taylor expansion. For the Neumann boundary condition in the $C_0(\Omega)$ case we also use the explicit error term of the Grünwald formula for the $\alpha - 1$ derivative. It is given in (22) in the first equation of the proof of Theorem 3.3 where the explicit coefficients of the Grünwald multiplier $\omega_{q,\alpha-1}$ are given in equation (10) of (22). In particular, $\beta = \alpha + n$, $n \geq 1$,
\[
A_{h,\beta}^{\alpha-1} p_\beta(x) = p_{\beta - \alpha + 1}(x) + h \left( q - \frac{\alpha - 1}{2} \right) p_{\beta - \alpha}(x) + O(h^2).
\]
Combining the approximate values according to Tables 8 and 9 yields the result.

Putting the three Lemmata of this section together finishes the proof of Proposition 19.
\[ X = L_1[-1, 1] \text{ and } \mathcal{P} = I_+^\alpha P, \ P \in L_1[-1, 1] \text{ polynomial} \]

\[
G^{LD}_{+h}P \quad \begin{array}{l}
\mathcal{P}(x) - \mathcal{P}(x+h)/h^\alpha \\
\approx -\frac{\lambda p^+_{\alpha-1}(1)}{\alpha + \lambda}
\end{array}
\]

\[
G^{LN}_{+h}P \quad \begin{array}{l}
\mathcal{P}(x) - \frac{\lambda}{h} + \frac{\lambda p^+_{\alpha-1}(1)}{\alpha + \lambda} \\
\approx -\frac{\lambda}{h}
\end{array}
\]

Table 8: Approximate value of \( G^{LP}_{+h}P + O(h^{1-\eta}) \) on the last two grids; i.e., \( x \in [-2h, 1] \). Need to show that value of \( G^{LP}_{+h}f_h \) with \( f_h \) of Table 6 on these two grids is \( o(h^{-1}) \). We denote \( \lambda' = 1 - \lambda, \eta \in \{0, \alpha - 2\} \) and \( \phi_h \approx \psi_h \) if \( |\phi_h(x) - \psi_h(x)|h^{\alpha-1} \leq M \).

Acknowledgements

We would like to thank Professor Mark Meerschaert for many fruitful discussions and support.

References

\( X = C_0(\Omega) \) and \( P = I^\alpha(P - P(1)p_0), \ P \in C_0(\Omega) \) polynomial

<table>
<thead>
<tr>
<th>( G_{-h}^{DR} )</th>
<th>( i(x) = 1 )</th>
<th>( i(x) = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{-h}^{DR} )</td>
<td>( \frac{\alpha\lambda(P(x) - P(1))}{\lambda' + \alpha\lambda} - \frac{\alpha\lambda'(x) + \alpha\lambda P(x-h)}{(\lambda' + \alpha\lambda)h^\alpha} )</td>
<td>( P(x) - P(1) \approx -P(1) )</td>
</tr>
<tr>
<td>( G_{-h}^{DR} )</td>
<td>( \frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>1</td>
</tr>
<tr>
<td>( G_{-h}^{DR} )</td>
<td>( -\frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>0</td>
</tr>
<tr>
<td>( G_{-h}^{NR} )</td>
<td>( -\frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>0</td>
</tr>
<tr>
<td>( G_{-h}^{NR} )</td>
<td>( -\frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>0</td>
</tr>
<tr>
<td>( G_{h}^{NR} )</td>
<td>( -\frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>0</td>
</tr>
<tr>
<td>( G_{h}^{NR} )</td>
<td>( -\frac{\alpha\lambda}{\lambda' + \alpha\lambda} )</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9: Approximate value of \( G_{-h}^{DR} + O(h^2 - \alpha) \) on the first two grids; i.e. \( x \in [-1, -1 + 2h] \). Need to show that value of \( G_{-h}^{DR} f_0 \) with \( f_0 \) of Table 6 on these two grids converges to \( P(-1) - P(1) + a \), where \( a \) is the coefficient of \( p^\alpha_0 \) in \( f \). We denote \( \lambda' = 1 - \lambda, \beta \in \{\alpha - 1, 0\} \), and \( \phi_0 \approx \psi_0 \) if \( |\phi_0(x) - \psi_0(x)|/h^{2 - \alpha} \leq M \).


