PROPERTIES OF CONTINUOUS TIME RANDOM WALKS WITH WAITING TIMES
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Abstract. Previous work showed how moving particles that rest along their trajectory lead to time-nonlocal advection-dispersion equations. If the waiting times have infinite mean, the model equation contains a fractional time derivative of order between 0 and 1, for finite mean but infinite variance the model contains a derivative of order between 1 and 2. Finite mean and finite variance lead to a second order in time partial differential equation. In this article we investigate the various solutions with regard to moment growth and scaling properties and show that infinite mean waiting times do not necessarily induce sub-diffusion but can even lead to super-diffusion.

1. Introduction

Continuous time random walks (CTRW) can be used to derive governing equations for anomalous diffusion [12, 13, 14]. The CTRW is a stochastic process model for the movement of an individual particle. In the long-time limit, the process converges to a simpler form whose probability densities solve the governing equation, leading to a useful model for anomalous diffusion. For a simple random walk with mean zero, finite variance particle jumps, the limit process is a Brownian motion $A(t)$ governed by the classical diffusion equation $\frac{\partial p}{\partial t} = C \frac{\partial^2 p}{\partial x^2}$ where $p(x,t)$ is the probability density of the random variable $A(t)$. For symmetric infinite variance jumps (whose probability distribution is assumed regularly varying [11] with some index $0 < \alpha \leq 2$), the limit process $A(t)$ is an $\alpha$-stable Lévy motion, and the governing equation becomes $\frac{\partial p}{\partial t} = C \frac{\partial^\alpha p}{\partial |x|^\alpha}$ [9]. When waiting times are introduced, the process is altered via subordination. The resulting process is $A(E(t))$ where the process $E(t)$ counts the number of particle jumps by time $t \geq 0$, accounting for the waiting time between particle jumps. In the limit the process $E(t)$ is the inverse or hitting time process for the $\gamma$-stable subordinator. The governing equation becomes $\frac{\partial^\gamma p}{\partial t^\gamma} = C \frac{\partial^\alpha p}{\partial |x|^\alpha}$ [12, 13] in the case of $0 < \gamma < 1$ and $-a \frac{\partial^\gamma p}{\partial t^\gamma} + \frac{\partial p}{\partial t} = C \frac{\partial^\alpha p}{\partial |x|^\alpha} + \delta(t)g(x)$ for $1 < \gamma \leq 2$ [3]. In this paper, we investigate properties of the solutions to these equations.

2. The Model

In the usual CTRW formalism, the long-time limit for the waiting time process is a $\gamma$-stable subordinator $D(t)$ [12]. Then the inverse Lévy process $E(t) = \inf \{ x : D(x) > t \}$ counts the number of particle jumps by time $t \geq 0$, reflecting the fact that the time $T_n$ of the $n$th particle jump and the number $N_t = \max \{ n : T_n \leq t \}$ of jumps by time $t$ are
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also inverse processes. When the waiting times between particle jumps have heavy tails with \(0 < \gamma < 1\), subordination of the particle location process \(A(t)\) via the inverse Lévy process \(E(t)\) is necessary in the long-time limit to account for this, which leads to a time derivative of order \(\gamma\) in the governing equation [13]. The process \(E(t)\) has the following density representation:

\[
(2.1) \quad p(t, s) := \frac{t}{\gamma s (as)^{1/\gamma}} g_{\gamma}\left(\frac{t}{(as)^{1/\gamma}}\right),
\]

where \(g_{\gamma}\) is the density of the \(\gamma\)-stable subordinator; i.e. has Laplace transform

\[
\int_0^\infty e^{-\lambda t} g_{\gamma}(t) dt = e^{-\lambda^\gamma}.
\]

When waiting times have heavy tails of order \(1 < \gamma \leq 2\), meaning that the probability of waiting longer than \(t\) falls off like \(t^{-\gamma}\), a different model is needed [6]. In this case, convergence of the waiting time process requires centering to the mean waiting time \(w\), which is not necessary when \(0 < \gamma < 1\). Accounting for this leads to a waiting time process \(W(t) = D(t) + wt\) where \(D(t)\) is a completely positively skewed \(1\)-stable Lévy process with index \(\gamma\), so that \(W(t)\) is a Lévy process with drift (The drift accounts for the mean waiting time). Since \(\gamma > 1\), the process \(W(t)\) is not strictly increasing, so we use \(\text{Max}(t) = \sup\{W(u) : 0 \leq u \leq t\}\) to represent the particle jump times. Then the inverse or hitting time process \(H(t) = \inf\{x : \text{Max}(x) \geq t\}\) counts the number of particle jumps by time \(t\).

In [3] we showed that the distribution of the hitting time process with mean waiting time \(w = 1\) has the following Laplace - Laplace transform:

\[
(2.2) \quad \int_0^\infty \int_0^\infty e^{-us-\lambda T} H(s, T) ds dT = \frac{1 - a\lambda^{-1} + u/q_a(u)}{u(u + \lambda - a\lambda^\gamma)},
\]

where \(q_a\) is the analytic function which satisfies

\[
aq_a(\lambda)^\gamma - q_a(\lambda) = \lambda
\]

for all \(\lambda\) in a region containing the right half plane. Furthermore, we inverted (2.2) in [3], which, using scaling, reads for general \(w\),

\[
(2.3) \quad \Pr\{H(t) \leq s\} = \int_{t/w - s}^\infty g_{\gamma}(u) du + \int_0^s \frac{m_a(s - u)}{(au)^{1/\gamma}} g_{\gamma}\left(\frac{t/w - u}{(au)^{1/\gamma}}\right) du,
\]

where \(g_{\gamma}\) is the density of the \(\gamma\)-stable subordinator; i.e. has Fourier transform

\[
\int e^{-ikt} g_{\gamma}(t) dt = e^{(ik)^\gamma}
\]

and the function \(m_a\) satisfies \(\int_0^\infty e^{-\lambda t} m_a(t) dt = 1/q_a(\lambda)\). The second term in (2.3) is a correction term compensating for the fact that the limiting waiting time process is not monotone. It converges to zero as \(t\) increases.

\[
\text{The skew is irrelevant in the normal case } \gamma = 2.
\]
3. Dimensional Analysis

In order to effectively investigate and compare the hitting time densities we bring them into dimensionless form. In (2.3) we have an expression with four variables, \(t, w, a,\) and \(s\). The dimensions are \([T]\) for \(t\), \([B]\) for \(s\), the mean waiting time \(w\) has dimension of \([T/B]\). The variable \(a\) has dimension \([\tilde{T}^{\gamma}/B]\), with \(\tilde{T}\) being time in relation to the average waiting time. This yields that \(a\) has a dimension of \([\tilde{T}^{\gamma}/B]\) = \([B^{\gamma-1}]\).

In order to non-dimensionalise (2.3) we need to obtain a scaling property for the function \(m_a\). Now, \(m_a(ct)\) has the following Laplace transform:

\[
\int_0^\infty e^{-\lambda t} m_a(ct) \, dt = \frac{1}{c} \int_0^\infty e^{-\lambda/c t} m_a(t) \, dt = \frac{1}{c} q_a(\lambda/c).
\]

Since \(a q_a(\lambda/c)^\gamma - q_a(\lambda/c) = \lambda/c\), we obtain that

\[
\frac{a}{c^{\gamma-1}} (c q_a(\lambda/c))^{\gamma} - c q_a(\lambda/c) = \lambda.
\]

Hence \(c q_a(\lambda/c) = q_a/c^{\gamma-1}(\lambda)\) and thus

\[
\int_0^\infty e^{-\lambda t} m_a(ct) \, dt = \frac{1}{q_a/c^{\gamma-1}(\lambda)} = \int_0^\infty e^{-\lambda t} m_a/c^{\gamma-1}(t) \, dt.
\]

Therefore

\[
m_a(ct) = m_a/c^{\gamma-1}(t).
\]

Our goal is to find a parameterization of (2.3) such that the parameters are dimensionless and the number of parameters is reduced. Introducing

\[
\xi := w/(t/s) = ws/t \quad \text{and} \quad \rho := a/(t/w)^{\gamma-1}
\]

we obtain that

\[
(3.1)
\]

\[
\psi(t, s, a, w) = \Pr\{H(t) \leq s\} = \int_{t/w}^\infty g_\gamma(u) \, du + \int_0^s m_a(s - u) \frac{(t/w - u)}{(au)^{1/\gamma}} \, df \gamma \left(\frac{t/w - u}{(au)^{1/\gamma}}\right) \, du
\]

\[
= \int_1^{\xi t/w} g_\gamma(u) \, du + \int_0^{\xi t/w} m_{\rho(t/w)^{\gamma-1}}(\xi t/w - u) \frac{(t/w - u)}{(\rho(t/w)^{\gamma-1} u)^{1/\gamma}} \, dfs \gamma \left(\frac{t/w - u}{(\rho(t/w)^{\gamma-1} u)^{1/\gamma}}\right) \, du
\]

\[
= \int_1^{\xi t/w} g_\gamma(u) \, du + \int_0^{\xi} m_{\rho}(\xi - u) \frac{(1 - u)}{(\rho u)^{1/\gamma}} \, df \gamma \left(\frac{1 - u}{(\rho u)^{1/\gamma}}\right) \, du
\]

\[
= \psi(\xi, \rho).
\]

Clearly, the variables \(\rho\) and \(\xi\) are dimensionless.
4. PLOTS OF FIRST ARRIVAL DENSITIES

In this section we give plots of the first arrival densities of positively skewed Lévy motions (with drift if $\gamma > 1$).

4.1. The case $\gamma < 1$. The cumulative distribution function for the first arrival density is given by

$$\Pr\{H(t) \leq s\} = \int_{(as)^{1/\gamma}}^{\infty} g_\gamma(u) \, du$$

as can easily be deduced from (2.1). Using $\xi = as/t^\gamma$ we obtain its density in dimensionless form

$$p(\xi) = \frac{1}{\gamma \xi^{1+1/\gamma}} g_\gamma \left( \frac{1}{\xi^{1/\gamma}} \right).$$

The plots of the densities are displayed in Figure 1.
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**Figure 1.** First arrival densities of $\gamma$-stables, $\gamma < 1$.

4.2. The case $1 < \gamma < 2$. In Figure 2 we show the evolution of the arrival densities for various $\gamma$ and various “dispersivities”, $\rho$. They were computed using a Fast Fourier Inverter for the Laplace transform. The corresponding Mathcad sheet can be downloaded from [http://www.maths.otago.ac.nz/~bbaeumer](http://www.maths.otago.ac.nz/~bbaeumer). Note that $\rho$ is proportional to $t^{1-\gamma}$. The density therefore keeps the same shape for longer the smaller $\gamma$. In the regime of $\rho \approx 1$, a significant part of the limiting waiting time distribution is still negative, accounting for the possibility of lots of jumps in a short amount of time. This amplifies the fact that the limiting density is not an early time approximation.
4.3. The case \( \gamma = 2 \). In the special case of finite second moments in the waiting time distribution, i.e., \( \gamma = 2 \), we can explicitly compute the hitting time density of the limit distribution. In this case, (2.2) reduces to

\[
\int_0^\infty \int_0^\infty e^{-us-\lambda T}dH(s,T)\,dT = \frac{1 - a\lambda + 2au/(1 + \sqrt{1 + 4au})}{u + \lambda - a\lambda^2}
\]

\[
= \frac{1 - a\lambda - (1 - \sqrt{1 + 4au})/2}{u + \lambda - a\lambda^2}
\]

\[
= \frac{-2a\lambda + 1 + \sqrt{1 + 4au}}{-2a(\lambda - (1 - \sqrt{1 + 4au})/2a)(\lambda - (1 + \sqrt{1 + 4au})/2a)}
\]

\[
= \frac{1}{\lambda - (1 - \sqrt{1 + 4au})/2a}.
\]

Inverting in \( \lambda \) yields

\[
\int_0^\infty e^{-us}dH(s,T) = \exp(T(1 - \sqrt{1 + 4au})/2a) = \exp(T/2a)\exp\left(-\frac{T}{\sqrt{a}}\sqrt{u + \frac{1}{4a}}\right).
\]

Thus, using that the inverse Laplace transform of \( \exp(-au^{1/2}) \) is \( a \exp(-a^2/4s) \), we obtain

\[
h(s,t) := \partial H(s,t)/\partial s
\]

(4.1)

\[
= \exp\left(t/2a - \frac{s}{4a}\right)\frac{t}{2s\sqrt{\pi}a}\exp\left(-\frac{t^2}{4as}\right) = \frac{t}{2s\sqrt{\pi}a}\exp\left(-\frac{(t-s)^2}{4as}\right).
\]

In terms of \( \xi \) and \( \rho \) (4.1) becomes

\[
\bar{h}(\xi,\rho) := \frac{\partial \bar{H}(\xi,\rho)}{\partial \xi} = \frac{\partial H(\xi a/\rho, a/\rho)}{\partial \xi} = \frac{1}{2\xi\sqrt{\pi}\rho}\exp\left(-\frac{(1 - \xi)^2}{4\rho\xi}\right).
\]
The canonical choice for a waiting time distribution with finite variance is the exponential distribution. Its hitting time process is the Poisson process. In Figure 3 we plotted the scale-adjusted Poisson distribution against the hitting time density of the Gaussian for various $\rho$.

For large $\rho$ (early time) there is an obvious difference; the Gaussian allows for much further travel than the exponential as the probability for having several jumps in a small amount of time is larger for the Gaussian than for the exponential distribution. For smaller $\rho$ the two distributions converge towards the $\delta$-function at one.

This highlights that we have to treat our densities with caution in the early time regime. This corresponds to avoiding a limiting waiting time distribution with a significant negative part. As a rule of thumb, $\rho$ should be less than $1/10$.

5. THE FIRST AND SECOND MOMENTS

In this section we compute the first and second moments of the hitting time densities. We show that for $\gamma < 1$ the first moment grows like $t^\gamma$, while the variance grows like $t^{2\gamma}$. For $\gamma > 1$ we show that for large time the first moment grows basically linear in time, while the variance grows like $t^{3-\gamma}$. This will imply that having heavy-tailed waiting times does not necessarily lead to a sub-diffusive process as we have a smearing out effect on the traveling plume which induces the variance to grow faster than linear. The process will only be subdiffusive if $\gamma < 0.5$ or if we have pure diffusion and no advection.

5.1. The case $\gamma < 1$. In [4] and [13] we showed that $p(t, s)$ of equation (2.1) has Laplace-Laplace transform

$$\tilde{p}(\lambda, u) := \int_0^\infty \int_0^\infty e^{-us} e^{-\lambda t} p(t, s) \, dt \, ds = \frac{\lambda^{\gamma-1}}{u + \lambda^{\gamma}}.$$ 

In order to compute the first moment $\mu(t) = \int_0^\infty sp(t, s) \, ds$, note that

$$\mu(t) = -\frac{d}{du} \int_0^\infty e^{-us} p(t, s) \, ds \Bigg|_{u=0}.$$
Hence,
\[ \tilde{\mu}(\lambda) = \int_0^\infty e^{-\lambda t} \mu(t) \, dt = -\left. \frac{d}{du} \frac{\lambda^{\gamma-1}}{u + \lambda^\gamma} \right|_{u=0} = \lambda^{-1-\gamma}. \]

Thus, for \( \gamma < 1 \),
\[ \mu(t) = \frac{t^\gamma}{\Gamma(1 + \gamma)}. \] (5.1)

Similarly, the second moment is computed by
\[ \tilde{\mu}_2(\lambda) = \left. \frac{d^2}{du^2} \frac{\lambda^{\gamma-1}}{u + \lambda^\gamma} \right|_{u=0} = 2\lambda^{-1-2\gamma}. \]

Therefore, for \( \gamma < 1 \),
\[ \sigma^2(t) = \mu_2(t) - \mu^2(t) = \frac{t^{2\gamma}}{2\Gamma(1 + 2\gamma)} - \frac{1}{\Gamma(1 + \gamma)^2}. \] (5.2)

5.2. The case \( 1 < \gamma < 2 \). We use the same technique to compute the first and second moments of the first arrival processes for \( \gamma > 1 \). Recall the Laplace-Laplace transform of the Hitting time density is given by (2.2). Thus
\[ \int_0^\infty e^{-\lambda t} \mu(t) \, dt := \int_0^\infty e^{-\lambda t} \int_0^\infty s dH(s,t) \, dt = \left. -\frac{d}{du} \frac{1 - a\lambda^{\gamma-1} + u/q_a(u)}{u + \lambda - a\lambda^\gamma} \right|_{u=0} = \frac{1 - a\lambda^{\gamma-1}}{(\lambda - a\lambda^\gamma)^2} - \frac{1/q_a(0)}{\lambda - a\lambda^\gamma} \]
\[ = \frac{1 - \lambda/q_a(0)}{\lambda^2(1 - a\lambda^{\gamma-1})} = \frac{1 - \lambda/q_a(0)}{a\lambda^{\gamma+1}(1 - a\lambda^{\gamma-1})} = -\frac{1 - \lambda/q_a(0)}{a\lambda^{\gamma+1}} \sum_{n=0}^\infty (1/a\lambda^{\gamma-1})^n \] (5.3)

This inverts to
\[ \mu(t) = \sum_{n=0}^\infty (t^{\gamma-1}/a)^n \left( \frac{-t^\gamma}{a\Gamma(1 + \gamma + n(\gamma - 1))} + \frac{t^{\gamma-1}}{aq_a(0)\Gamma(\gamma + n(\gamma - 1))} \right). \]

Unfortunately, this series does not reveal the type of growth of \( \mu(t) \) for large \( t \). The following asymptotic expansion does the trick.

Let \( N \) be such that \( 1 < (\gamma - 1)(N + 1) \leq \gamma \). Then (5.3) equals
\[ \frac{1 - \lambda/q_a(0)}{\lambda^2(1 - a\lambda^{\gamma-1})} = \frac{(a\lambda^{\gamma-1})^N - \lambda/q_a(0)}{\lambda^2(1 - a\lambda^{\gamma-1})} + \frac{1}{\lambda^2} \sum_{n=0}^N (a\lambda^{\gamma-1})^n =: r_1(\lambda) + r_2(\lambda). \]

A Tauberian theorem for Laplace transforms (see, for example, [2] Thm. 2.6.4) tells us that the behavior of \( \lambda r_1(\lambda) \) at zero corresponds to the behavior of its inverse at infinity, as long as \( \lambda r_1(\lambda) \) is bounded and analytic in a sectorial region containing the right half plane.
Hence, the inverse of $r_1$ for large values converges to $-1/q(0)$. The second term inverts to $t \sum_{n=0}^{N} \frac{(at^{1-\gamma})^n}{\Gamma(2 + n(1 - \gamma))}$. Thus

$$
(5.4) \quad \lim_{t \to \infty} \mu(t) - \left( t \sum_{n=0}^{N} \frac{(at^{1-\gamma})^n}{\Gamma(2 + n(1 - \gamma))} - \frac{1}{q(0)} \right) = 0
$$

or $\mu(t) \sim t + ct^{2-\gamma} + \ldots$.

We can do the same thing for the second moment. In order to estimate the variance, however, we need an estimate of $\mu(t)^2$. This requires a better estimate of $\mu(t)$; namely, we need an approximating function $f$ such that

$$
\mu(t)^2 - f(t)^2 = (\mu(t) + f(t))(\mu(t) - f(t)) \approx ct(\mu(t) - f(t)) \to 0.
$$

Let $M$ be such that $2 < (\gamma - 1)(M + 1) \leq 1 + \gamma$ and consider that

$$
\frac{1 - \lambda/q(0)}{\lambda^2(1 - a\lambda^{\gamma - 1})} - \left( \frac{1}{\lambda^2} \sum_{n=0}^{M} (a\lambda^{\gamma - 1})^n - \frac{1}{q(0)\lambda} \sum_{n=0}^{N} (a\lambda^{\gamma - 1})^n \right) = \frac{(a\lambda^{\gamma - 1})^{M+1} - (a\lambda^{\gamma - 1})^{N+1} - \lambda/q(0)}{\lambda^2(1 - a\lambda^{\gamma - 1})}.
$$

Recall that the derivative in $\lambda$ of a Laplace transform of a function $f(t)$ is the Laplace transform of $-tf(t)$. The derivative of above expression is again bounded in a sectorial region and the limit as $\lambda \to 0$ of $\lambda$ times the derivative is zero. Hence

$$
\lim_{t \to \infty} t \left( \mu(t) - \left( t \sum_{n=0}^{M} \frac{(at^{1-\gamma})^n}{\Gamma(2 + n(1 - \gamma))} - \frac{1}{q(0)} \sum_{n=0}^{N} \frac{(at^{1-\gamma})^n}{\Gamma(1 + n(1 - \gamma))} \right) \right) = 0.
$$

The second moment is computed via

$$
\begin{align*}
\int_{0}^{\infty} \int_{0}^{\infty} s^2 dH(s,t) dt & = \frac{d^2}{ds^2} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\lambda t} e^{-us} dH(s,t) dt \\
& = \frac{d^2}{du^2} \frac{1 - a\lambda^{\gamma - 1} + u/q(u)}{u + \lambda - a\lambda^{\gamma}} \bigg|_{u=0} \\
& = \frac{\lambda^3(1 - a\lambda^{\gamma - 1})^2}{(1 - a\lambda^{\gamma - 1})^2} \\
& = \frac{2(M + 1)(a\lambda^{\gamma - 1})^{M+1} - 2\lambda/q(0)(N + 1)(a\lambda^{\gamma - 1})^{N+1}}{\lambda^3(1 - a\lambda^{\gamma - 1})^2} \\
& \quad + \frac{2}{\lambda^3} \sum_{n=0}^{M} (n + 1)(a\lambda^{\gamma - 1})^n - \frac{2}{q(0)\lambda^2} \sum_{n=0}^{N} (n + 1)(a\lambda^{\gamma - 1})^n
\end{align*}
$$

(5.5)
Again, the first two terms are analytic in a sectorial region and its product with $\lambda$ is bounded. So for large $t$, the second moment behaves like

$$\int_0^\infty s^2 dH(s,t) \approx 2t^2 \sum_{n=0}^{M} \frac{n+1}{\Gamma(3+n(1-\gamma))} (at^{1-\gamma})^n - \frac{2t}{q(0)} \sum_{n=0}^{N} \frac{n+1}{\Gamma(2+n(1-\gamma))} (at^{1-\gamma})^n$$

$$+ \frac{2}{q(0)^2(1-\gamma)}.$$

This gives us an estimate for the variance for large $t$:

$$\sigma^2(t) \approx 2t^2 \sum_{n=0}^{M} \frac{n+1}{\Gamma(3+n(1-\gamma))} (at^{1-\gamma})^n - \frac{2t}{q(0)} \sum_{n=0}^{N} \frac{n+1}{\Gamma(2+n(1-\gamma))} (at^{1-\gamma})^n + c$$

$$= \left( t \sum_{n=0}^{M} \frac{(at^{1-\gamma})^n}{\Gamma(2+n(1-\gamma))} - \frac{1}{q(0)} \sum_{n=0}^{N} \frac{(at^{1-\gamma})^n}{\Gamma(1+n(1-\gamma))} \right)^2$$

$$\approx c_1 t^{3-\gamma} + c_2 t^{4-2\gamma} + ... - d_1 t^{2-\gamma} - ... + e$$

for some constants $c_i$, $d_i$, and $e$.

5.3. The case $\gamma = 2$. Here the previous calculations are much simplified. Recall that $q_a(0)$ satisfies $aq_a(0)^\gamma - q_a(0) = 0$, or in this case, $q_a(0) = 1/a$. Using equation (5.3) we obtain that

$$\tilde{\mu}(\lambda) = \frac{1 - a\lambda}{\lambda^2(1-a\lambda)} = 1/\lambda^2.$$ 

Similarly, using (5.5) we have that

$$\tilde{\mu}_2(\lambda) = \frac{2(1-a\lambda-a^2\lambda^2(1-a\lambda))}{\lambda^3(1-a\lambda)^2} = \frac{2(1+a\lambda)}{\lambda^3} = 2/\lambda + 2a/\lambda^2$$

This yields that $\mu(t) = t$ and

$$\sigma^2(t) = t^2 + 2at - t^2 = 2at.$$

6. Moments of some subordinated processes

In this section we point out that we can use the moments of the Hitting time distribution to estimate the moments for any process with known moments that is subordinated against the Hitting time distribution. So if the semigroup orbit $T(t)f$ has mean $\mu(t)$ and variance $\sigma^2(t)$, then the subordinated process

$$S(t,x) = \int_0^\infty T(s)f(x) d_s(H(t,s)),$$

has mean

$$\mu_S(t)_i := \int x_i S(t,x) dx = \int_0^\infty \mu_i(s) d_s H(t,s)$$

(6.1)
and covariance
\begin{equation}
\sigma^2_S(t)_{i,j} := \int x_i x_j S(t,x) \, dx - \mu_S(t)_{i,j} = \int_0^\infty \sigma^2_{i,j}(s) + \mu_i(s)\mu_j(s) \, ds H(t,s) - \mu_S(t)_{i,j}.
\end{equation}

6.1. Pure Diffusion. In pure diffusion, \( \mu(t) = \mu_S(t) = 0 \) and \( \sigma^2(t) = Dt \) for some diffusion covariance matrix \( D \).

In the case of \( \gamma < 1 \), by virtue of (5.1), the variance will grow like
\[ \sigma^2_S(t) = Dt^{\gamma}/\Gamma(1+\gamma). \]

In the case of \( 1 < \gamma < 2 \), using (5.4), we obtain that the variance grows like
\[ \sigma^2_S(t) \approx D(t + at^{2-\gamma}/\Gamma(3-\gamma) + ...). \]

In practice this may be mistaken for slower than linear growth.

A surprising consequence is that for pure diffusion in the case of \( \gamma = 2 \), the variance in time, \( a \), has no bearing on the resulting variance:
\[ \sigma^2_S(t) = Dt. \]

However, the tailing is affected by the parameter \( a \).

6.2. Delayed advection and dispersion. In case \( T(t) \) is the classical advection-dispersion semigroup, we have that \( \mu(t) = vt \) for some velocity vector \( v \), and \( \sigma^2(t) = Dt \) for a dispersion covariance matrix \( D \).

In case \( \gamma < 1 \), the delay affects the mean plume location. Substituting (5.1) into (6.1) we obtain
\[ \mu_S(t) = vt^{\gamma}/\Gamma(1+\gamma). \]

The effect on the variance is surprising as for \( \gamma > 0.5 \) the velocity vector gives rise to a super-diffusive process:
\[ \sigma^2_S(t)_{i,j} = D_{ij}t^{\gamma}/\Gamma(1+\gamma) + v_iv_jt^{2\gamma}(2/\Gamma(1+2\gamma) - 1/(\Gamma(1+\gamma))^2). \]

In case \( 1 < \gamma < 2 \), we obtain
\[ \mu_S(t) = v(t + at^{2-\gamma}/\Gamma(3-\gamma) + ...). \]

For the covariance we compute
\[ \sigma^2_S(t)_{i,j} = D_{ij}(t + at^{2-\gamma}/\Gamma(3-\gamma)) + v_iv_j(at^{3-\gamma}(4/\Gamma(4-\gamma) - 2/\Gamma(3-\gamma)) + c_2t^{4-2\gamma} + ...). \]

For \( \gamma = 2 \) the covariance grows linearly,
\[ \sigma^2_{i,j}(t) = D_{ij}t + 2v_iv_jat + v_iv_jt^2 - v_iv_jt^2 = (D_{ij} + 2av_iv_j)t. \]

Note that the highest order terms in the respective covariances are proportional to the square of the velocity, confirming the argument the the high rate of dispersion is due to a smearing out effect rather than an inherent super-diffusion.
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